International trade and economic growtha machineand deeplearning approach

By: José A. Cafiero

Abstract

In this paperthe relationship between trade and growth is revisited, usingchineand deeplearning
algorithrms. Within this framework thénvestigationwill suggestthat the relative growth rateof each
countryisassociatednorewith internal factors, such as investmegrowth or the evolution of total factor
productivity, than with the degree otrade orcommercial openness

1. Introduction
In a recentessay(lrwin, Douglas A2019) the associationbetween growth and trade refornwas
discussedThe author concludes that trade liberalizattan K | @S L2 aAGA GBS AYLI OG 2y
2y I @SNI 3Ss FfdK2dAK (GKS STFTSOG #omedkNBHESNENIKY SPAdYER Aly(
aK2dzE R GSYLISNI a2YS 27F (KS papelahihi driter tha gpplyiofadsioal 4 Ye @/ A
statistical techniques like cross country panel regression or synthetic control methods, the author
substantiateghe afore mentionedelationship

Here, this association will be analyzed from a purely empirical point of view. A number of statistical models
that are part of secalled "machine learning" Y R & R S S Lteclini§ued\dill bg uBed to do this. It is
worth mentioning thatboth apply methodghat allow computer programs to "learnfpeaningthat their
performance improves through an adequate "training” of tih&ta that is used to analyze a particular
topic. A somewhat more formal definition would b&A computer programis said tolearn from
experiencedE with respect to some class tdsksdTé and performance measureéf%, if its performance

at tasksin dT¢, asmeasuredoy 6P¢, improveswith experiencedE€ (Mitchell, T.M. 1997).

Among the huge variety of methods the@in beappled within the so-calledsupervisednodels , three
of them will be useé

1 the ensemble of models through the random forest method, which will be referred as RF,

1 the ensemble of models, prioritizimgducing errorswhich will be referred as gradient boosting
GB,

1 artificial neural networks, to be called ANN

The responsevariable will be

1 therelative economic growtjtalculated through the evolution of each country's share of the world's
gross domestic produ¢GDP)measured by purchasing power pafitl is a binary variable that takes
the value of one if the country in question increased its participatiowanld's GDPin a particular
year and zero otherwigeThe data have been obtained from the International Monetary Fund (IMF)
and this variable will be identified by the acrony®

In relation to the explanatory variables, they will be:

1. the level of commercial opennesshich results from adding each counsymports and
exports and dividing them by the value of their gross domestic product, all measured in

11n a supervised modethere isa function (or modelyvhereinput data(explanatory variables} related to a labeled

or output data (response variable)

2¢KS FANRG Gog2 o0St2y3a G2 i 2 Yi IOKAYRES §19HINIANGAXY FA STWRS & vy R
3 Data coverdrom 2013 to 2018andinformation from a hundred countries is available in egehr.

4|s amethodologyaimedto compare different countriesGDPthrough asimilarbasket of goods

5Sq we are in the presence of a classification problem.
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US dollars at current values. The data has been obtained from both the World Bank's
Integrated World Trade System (WITS) andIME and this variable wlilbe identified
as COP

2. total factor productivityannualgrowth, which indicates the share of a country's annual
growth rate that is not attributable to changes in capital or labor accumulation, for
example. The data has begotten from the Conference Bad (CB) and this variable
will be identified as TFP_g,

3. the annual labor growth rate each country. The data have beatainedfrom the CB
and this variable will be identified as L_g,

4. the annuallabor quality growth ratdn each country. The data have dretakenfrom
the CB and this variable will be identifiedla3_ g

5. the annual growth in capital services, related to informatiand communication

technologies, ineach country. The data have be@btained from the CB and this
variable will be identified aKC TKSERY,

6. the annual growth in capital servicaspt related to informationand communication
technologies, ireach country. The data have begattenfrom the CB and this variable

will be identified & NICTKSERY

This article is organized as follow&ction 2 presents anexploratory data analysidn section 3, the
different models are explained. In sectidwe discusghe applications and the results of these models
Conclusions areonsideredn Sectiorb.

2. Exploratory data analysis
In this sectionwe pursuean exploratory data analysis where the basielationshipsbetweenRGandthe
explanatory variables are depicted.

At first, we analyzethe performanceof each of the explanatory variabléSV)in relation to the response
variable Bear in mind that ouobjective is to distinguish, as clearly as possible, those countriehévat
recorded relative growth compared to those that have not, through the analysis of their respective
explanatory variables. Figure 1 below goes one step further. Therghowthe density function of those
variables, but separating those cases wheratieé growth of the country in question was observed from
those that did not. As it ishown there is no uniform behavior between variables or between such
variables over the years. That is, it becomes very difficult to obtain aalépartition, EVby EV, between
those countries with good performance over the rest. That is why it is necessasgitnodels where by
combiningthe relationships and interactions between these variables it is feasible to make this type of
comparison with the greatest possé clarity andstability over time.
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A slightly deeper analysis would be to test whether there are statistically significant differences in the

averages of each variable, whether it corresponds toantry with positive relative growth or not. Using
the WilcoxonMann-Whitney tesf, for each variable in each year, it is observed that, in genendy},for
COPandLQ_gthe distributions do not usually reflestatisticalsignificant differences in their means, in

five and four of the years respectively, for the rest of the explanatory variables the results vary year by

year, but show statisticasignificant differencesThat is, the first impression that is possiblebmade
from the tables that make up Figulds not contradictedy these findings.

Another important measureis the number of cases (countries) thakperiencedrelative growth
compared to those that did not. And the importance is that the greater tharzd between the twpthe
more unbiasedvill be the results. Theseoutcomesare presented in the following graph.

6 A detail of these measurements can be requested via email to the author.
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As carbe sean, the number of countries withougxperiencingelative growth exceedthose withrelative
growth, in all years. Thjgventually will requireare-balancingof the observations at the time @pplying
the different models to the data

Next an analysis of the level of association among B\ will be performed using the Spearman's
correlation test. This is an important issue, beca&déscorrelated with each other not only generate
"noise" in the analysis, but unnecessaiitgreasethe quantity of themto be used in each model. The
results are presented in FiguB: where it is observed that correlations are riotportant in any of the
cases analyzed. Moreover, many of thane notsignificdively different from zergstatistically speaki.
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Finally all variables were checked to have a reasonably nonzero "variance". This was corroborated for
all of them in each of the respective years

3. Themodels

In thissection we are going to explain, succinctlywheach modelvorks

3.1 The random forest model (RF)

We begin with the random forest mod@RF) In this case is very conveniaxplain, at the verppeginning,

how simple decision trees modél§CARTD recursive partitioning methodworks. The goal is splithe
EVsspace into a humber of simple regigrdividing and subdividing the dataepeatedly,with the
objective of making each subdivision as homogeneous as possible, in the sense tha grainfy

L322 LJdzf F 6 SR ¢gAGK aNBflFGAGBS INRgGK O2dzy i NR $anded | Yy R
and separatedTrees can ascertain unseen patterns consistent with complex interactions in the data and
are very easy to understand but they leaa tendency to overfit the model, in the sense thatittmount

of specificity is so intense that the error term tend to be also modeled

The recursive partitioning technique works as follows:

1. DenominateE the space that contains all tleeplanatory variables

2. for each valuei, of each K, the data in E areeparatedn such a way that one part of them
is left with the values greater than vi and the other with values less than vi

3. the homogeneity of each of these partitions is measured, based on the correspdR@ing
values

4. then anEVand its respective value vi agelected,that will be the ones thageneratesa
subgroupthat is the mosthomogeneous as possible

7 A detail of these measurements can be requested via email to the author
8 Also known as Classification and regression trees (CART).
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o

this will generate a patrtition in E on two subsets E1 and E2

the partitioning process is repeated, in these two subsets

7. thisprocesscontinues until tkere is no partition that can improve the homogeneity of the
groups.

o

In order to continue, a formula for measurihgmogeneity omuniformity must be defined. The indicator
generally used is Gini's "ndromogeneity“index which basically estimates the probability of misclassify
an observation. In this case, when working with two possibiliR&S:NRGthe formula can be expressed
asfollows, for each explanatory variable:

'00RN 6T REWL 20 p

Here,0 s the probability of findingfor each explanatory variable (E&/country withRGwithin the

category made up of all thosealues of that particulaexplanatory variable (VE) greatehan "vi", for

example.¢ KSy | a¢SAIKGSRE DAYA {LIXAG @FftdzS Aa OFf Odz 0
multiplied by the percentagef cases that belong to this particular categofyg. was already mentioned,

the root of the tree will consist cdn EV and its value, tht generate the lowest index. After this first

partition the process continues in the same way.

Another measure that is commonly used is thecafled "entropy?®’, which is defined in the following
equation, and whose minimum value is the one that wiltide where the partitioning process begins
(root of the tree).

Ot o0l ¢n aé0 p 0 a&@ O C

As patrtitions grow the "tree" will become increasindgep, at the limit eacHeafwill contain a single class
(RGor NR@, but thisiswhat is called andverfitting" of the data by the algorithm. In other words, both
the "noise" and the implicit "signal” in the data are modeladd this is not correct. When you want to
evaluate the acuracy of the model in other datset, the results will tend to be poor, and this is what
needs to be avoided. In general, it is necessary to stop thepadition process if the resulting groups
are very small or if the degree of "impurity" decagtlewly as the process progresses. This procedure is
called pruning. The result of these partitions will be presented below, for the year 2018, for illustrative
purposes only:

Figure4
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There it is possible to realize that groups with majority of countries Viith are the ones with the highest
growth ratesin: capital services not related to information technologies and the amount of work
example In sum, the algorithm detected, five gmos of countries.Particularly, in cuntries with

90r equal in the cases of a qualitative EV.
10 The concept is associated with the "rbomogeneity" or "impurity" of the datasew S & dzf 1a R2y Qi GSyR (2
using one or another method.



investment not related to information technologiegrowing at rates greater thaar equal t0,0.9% per
annum,84% of them experienced R®@/hile, for those withthis rate greater than1%andlabor growth
greater than-0.9, that percentagewvould amountto 92%.

Butwe can gdbeyond this intuitive algorithmbecause othe limitations that it presents and that have
been noted beforeOnemethod in this regard ithe "random forest", a descendamf the "tree" which
is much more robust and effective. In this case many traesavell as explanatory variablesge chosen
randomly. Then these individual "trees" asasembledand their results are combined geneirag a final
response, which has proven to be much more accurate and also not be affected by tHitioger
problem

In the case of "classification trees" estirmats can presentgreat variability in the face of the smallest
changes in explanatory variables. That is why the techniques called "bootstrap aggregation” (BA) have
been used, whiclasicallyconsists, as mentioned, of combining multiple trees, each built on the basis of
different samples extracted with replacement, from the data in questiswasmentioned also theEVs
involved in each measurement are randomly selected. In this context, the variance of the astimsat
reduced and its accuracy is increased but atdbst of decreasing, its interpretability, therefore the name

of "black box".

Theprocesssyntheticallyworksasfollows (Breiman,2001):

1 Assumethat there are TO number of observations,a responsevariable (RV) and a seriesof EV
explanatoryvariables

1 anumberof QM models(trees) is definedthey arefirst "adjusted"andthen ensembledhrougheach

of its estimates

asamplesize(with replacement)s selected:SWR<TQ

thenasubsetof EVand RVof that sizeis constructed(the bag)

eachmodelis estimatedwith the methodologysetout in points1to 7 (single tree above),

each time a partition in a tree is performed, a smaller numberthan the totals, of explanatory

variablesarerandomlyassignedAEV

aresultis gottenfrom that estimate,t<=QM: "Q 6 O ¢

once QM modelshad beenestimated they resultsare summarizedwhich canbe the averageof all

of them, in the caseof aregressiormodel,or in the case o& classificatiormodelthe majority voting

method. Meaning that if for an observation,in particular,the majority ofmodelsestablishthat it

belongsmostlikelyto the RGgroup,for example then that categoryis assignedo this observation

1 inorderto avoidhighlycorrelatedpredictionsbetweenthe different trees,in additionto the random
samples,as mentioned, it is addedthe fact that not all E\& are involvedin the estimate they are
randomlyassignedThisis the maindifferencebetweenthe BAand RFmethods.

=a =4 —a -8

= =

3.2 The gradient boosting models

Gradient boosting (GBis another related technique, but in this case, bagging is applied only to trees, not
variables. GRonverts weak learners into strong learners. A weak learner is one with a performance
slightly better than a random guessing. Like random forest, boosting is a sequential process; but here,
regressiortreest! are produced using the information from previously grown trees one after the ather
order to reduce misclassification rate in subsequent iteratioimsa sensethe method tries to model
sequentially the errors or residuals in order tg fillthe bestpossible waythe gap betweerthe observed
response variable and the estimation of such variable.

Regression tree models are adjusted, sequentially using a series of "pseudo residuals”, which again put
greater weight on larger errors. Three key elemeritaidd be considered (Friedman, 2001):

1 Aloss function which in this case measures how accurately the model classifies countries that
registerRG and whichis going to beminimize, through an algorithm called "gradient descent"

1 The target variable is a continuous omed not binary as before.
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A weak classifier, usually a tree with a single node.

An additive model, this is a sequential process where these trees are added iteratively so that
you can make predictions more and maecurate. Reducing the value of the loss function at
each stepAs mentionedthis method attempts to adjust the new predictions to the residual
errors of the previous model.

The process could be summarized as follows:

Be X is a nxknatrix (n observatims and k explanatory variables)

be y and a nx1 vector (response variable)

a number of trees to be used in the model is stipulated

I @FENRIFOfS ahéx RSY2YAYFGSR € SENYAYE NIGS gGAl
a differentiable los$unction is definedd  «fiO® ;

the target is going to be minimize thso-calledlog likelihood functionmultiplied by

minus one

= =

O O OO0 oo

0E€DC CZAEM p wzZp N o

6 KSNB @ As the kalumof tfie)vEriable® or 1) and ps the probability estimated
by the model, for that variable.

o the minimum value of this function is estimated aibésed on thisit is established that
the initial value corresponding to the estimate of each observation wilibélar and
equal to the logarithm of the "odds ratio" that in this particular case will be

I T

o asthis value willbe the same for all observationthe tree contains a single node
(stump);

o the abovedeterminedvalue should be converted to the probability of observing RG and
for that matter a sigmoid function is usethen:

. <
v2'p v
o C
o this will be the first probability prediction, whiclas has been said is the same for all
observations and thisonstitutesthe original tree RT_0;
o then, an estimation error is calculated:

TPl o 02'p @

o0 then a new regression tree is built, with the same explanatory variables, but in this case
the response variable will be res1

o the issue, now, is how the final value of each of leaf (output value) is calculated, and
again we have toninimize function (3) therefore we get to the following expression:

(
B 13z \7)

0 this new tree is added to theriginat
6" | 6"y

0 using the sigmoid functiorwe get the new probabilities to assign to each observation,
which in this case begin to be different between them. Thikessector P(l&2);
0 residuals or errors are recalculated using the new probability vector

i@ © 0YO «

12|t isused to calibrate the contribution of each new tree to the improving the accuracy of the estintatipirical
evidence bBows,that a series of small steps in the right direction is the best strategy

13 The term previous probability is used because the process is sequential and consequently indicates the probability
that corresponds to the previous step.



0 andanewregressiortree is built, with the same explanatory variables, but in this case
the response variable will 11 @

0 the process goes on until the errors stop decreasing conveniently or the maximum
number of trees is reached.

There have been fir number of new models based in this original method. We are going to djsoubs
apply empiricallythree of them.

a. XGBoost
Dueto its empiricalsuccess XGBost (extreme gradient boosting)Chen, 2016)is theone of themost
popularalgorithms in this context.

Its mainlynotable features are:
1 Uses a new regularization technique to control overfittiog penalimgone of the causes of this
problem which is the complexity of the model.
Computing efficiencymainly in the casef huge data sets
Stochastic model, where resampling is performed without replacement.
Better optimization techniques (Newton boosting).
Automatic handling of missing values.
Clearly determined partitions and thus the probabilities to assign to easkroation.
Wide variety of hyper parameters.

=4 =4 -8 —a —a -9

In this case the process, in a simplified way, would be as follows:

1 As was done before the process begins minimizing a loss function adding a new term for
regularization:

0 ai Qi QO HAYYQ pm
YY|§s ™ VS pp

2 KSNS M& | RATFTFSNByY AL ovSsindatiycetiSopentilizeitie Fdzy OG A2y |
complexity of the regression treg.is the number of branches and w is he value of each leaf
1 asin the previous case, we start with an initial estimate of the probabilities vector. The sigmoid
function is then applied to this value to obtain the estimated probability and the difference
between the estimated and actual values (negative gradiéish, the second partial derivative
of the target function is calculated for each observatipn
1 then, the value of three hyper parameters is set:
0 'Y YAYAYdzy @l tdz2S 2F (GKS balLAybh Ay GKS
0 < parameter aimed at "penalizing" the complexity of the model
o hY ftSIFENYyAy3I NIXGSz It NBFIReé RSTAYSR

(s
ax
[N
>

Then the regression treis being constructed using the following partition method:
9 for each possible partition of each explanatory variable the "gaicalisulated in terms of the
accuracy of the estimate based on the following formula, which is normally used to select the
partition points®

op s OO ObL Ok 00
[
W'tco 1 o 1 © o 1 P

where: "Or('Ory is the sum ofhe gradient vector valugghat areless (greater) than the given
value of the explanatory variable, arC (0) is the sum of the values of the second patrtial
derivative (hessiarthat are,less (greater) than the given value of the explanatory \éeja

14 Also calleHessian, which determines the curvature of the loss function. At each point its value will be determined

by p*(1-p).
15 Obtainedafter expandinghe L functionin Taylorseriesup to the secondorder.
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1 the process is repeated for each possible partition, and the one that generates the largest "gain"
is selected, if the node (which is on the right or left) is absolutely homogeneous (composed of
only by one or zeros), the process stops tharherwise if the node is nothomogeneous the
partition continues

1 the value for each leaf is going to be:

o’ e — p
which is the sum of the values that correspond to the observations of each of, them

9 adding the initial estimate to this neavaluation Y dzf (i A LJf the ®dwesiirdaesof this tree
are obtained, for each observation, then using the sigmoid function they are transformed into
probabilities

1 this new vector minus the original vector with the actual values (negative gradseobtained
and also the new probabilities of the hessian corresponding to each obsenaatoecalculated

1 based on these last two elements, a new "tree" with similar methodology-estienated, and
S0 on until a gradient vector is obtained as close to zero or the numistipeflatediterations is
reached

b. CaBoost
CaBoost (Dorogustlet al, 2017)is a gradiehboosting method with the following basic characteristics

9 Faster in prediction, better in accuracy, and easier to use for categorical data

1 Special and very efficient way to deal with categorical feattffés

1 Introducesorderedboosting in orderto address the overfitting problernaused byhe gradient
biased estimation this prediction shift is a special problem of target leakaGer each
observation a separate model is trained that is never updated using a gradient estifrtaie
observation.

1 Oblivious trees are used as base predictors. This are trees where the same splitting criteria is
used acrossraentire level of the treeTheyare balanced amless prone to overfitting.

c. LghtGBM
LightGBM (Ke, Guolin et al, 201§ priented to optimize time implementation using novel techniques:

I Gradient based one side sampling (GOSS) whigservations with small gradients are excluded.

1 Exclusive feature building (EFB) where mutually exclusive features (i.e., rarely take non zero
values simultaneously) are bundled.

1 Decision trees are grown leafwigset level wise like in XGBoost

3.3 Artifcial neural networks
A neural network is an algorithm that simulates the functioning of the human brain. This type of
"architecture" is composedy artificial neurons and has the ability to approximate any function to a
reasonable level of accuracy (Nieisa.d.)!®. The following graph outlines an operatidgramof
the model:

6 Hence its name
71'a ¢S R zateQdiicalfexp@rfatory variables in this study we are not to go deeper in this matter.

18 This "extraordinary” property is explained by the theorem of universalization of functions. The accuracy will be
determined, among other factors, by the numberalfservations, the activation function, the number of neurons,

the number of layers, and the number of iterations (commonly called epochs).
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Figure5
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Theneuralnetwork works, succinctly asfollows:

1 thevalueof explanatoryvariabless enteredin the input (first) layer(greencircles),

1 byusingweights,determinedapriori randomly thesevaluesaretransferredto the neurons(blue
circles)that makeup the hidden layers

1 tothisweightedsumisaddedavaluecalled"bias",initially alsorandom,aimedat correctingand
improvingthe performanceof the activationfunction,

1 tKSy |y al OGA@I GA2Y FdzyOGA2yé¢ Aa dzaSR

1 theweightedsumwill be the independentvariableof this activationfunction,

1 theactivationfunction determineswhich nodes(neurons)shouldbe activated,and generatesa
value

9 itis possible to use any number of neurons (weighted sum plus bias plus activation function) to
dealwith data linear relations and any number of layers to deal with chtalinearrelations,as
well as different activation functions

1 thevaluesproduced by the neuronare re-weightedandfinally an estimatedresult, the output,
is obtained

9 thisresultis comparedto the originalvalueandan estimationerror is determined

1 thegoalwill be to minimizethis error,

1 weights are re-calculated and these new values are "propagated" backwards
60 a0 O1 LINZRthdughlthé wrdlg retivork

9 thisprocesqepoch)isrepeateduntil the error is minimized to aeasonableamount

Activationfunctionsare mathematicalformulasthat determinethe final valueto assignto eachnode or
neuron.Theyare part of eachneuronthat makesup the hiddenlayers of the network and, as already was
mentioned, determine whether or not that node should be activated. Activation functions also help
normalizethe final value of eachneuron. Theydefine, to someextent, the accuracyand computational
efficiencyof the modelto converge by representingthe mathematicallink betweenthe input that feeds
eachcurrentneuronandits output to the nextlayer, whichisthen reweighted.Activationfunctionsallow
to detectthe interactionandnonlinearrelationshipsbetweenvariablesTherearedifferent typesof these
functions,the mostcommonare:

1 The already known sigmoid or logistics, which generates values between 1 and 0.

0w ——(14)

1 The rectifier linear uni(RELUY. Thefunction generatesa valueof 0 with anynegativevalueof
X, andthe samevalueof x with anypositive. Therefore,it canbe written asfollows:

i Qi [ AT p

1 Hyperbolic tangent. Whose values fluctuate betwegrand 1:

19]s the most used nowadays.
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1 Softmax a generalization of the sigmofdnction for the case where the response variable is
composed of more than two classes. For "n" classes, the value of this function will be:

(6o g—g PX

Where in all this cases:

The "B/ are the explanatory variables, "wi" are the weights to assign to each of them and "b" is the bias.

Reiterating, on each node of the hidd&yer, we will have a variable "x", with its respective activation
function:

0 "0 Wzl O pw

These values are fombined with another series of weights, also random, and reltdeanother hidden

layer or directly generate the "estimated result". This result is compared to the actual value of the
response variable and there is a vector of estimation errors, which will heed to be mininhized.
classification case, as is the onere, the error is estimated through the cresstropy function similar

to (3).

'Oi‘lé‘lg L el iice p 1ozl i@ i Qe

Where: "rV' is the actual value of the response variable (in this case zero or one) and "re" is the result
estimated by the model. Using tlalainrule the new weightgo assign to each node in the hidd&yer,
are determined,and asmentioned the process propagate backwards and when the inputs levsl
reached a new epoch startd_et see how the re weighting process works succinctly:

1 By the chain rule:

1 this expression varies depending on the typeestimate and activation function involved in it.
Using a sigmoid activation function, the results for this particular case and for each observation

would be?®:
TOiL 1 €i R o L. p
z z @ — z
T Q P lU‘I'Qplupi'Qcc
TiQ ¢ C C
: —7Z P - - [
Tw p G p G p G
Tow |
— W T
; q
1 The final weightare adjusted in such a way as to generate a convergence process that minimizes
the error:
, ZT Oi il éi
v v | 0 Cu

20n the case of a RELU function the value of the second equation will be 1 or 0
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h | is thelearningrate, which as mentioneearlier, helps the convergence of the function towards its
minimum values.
1 reiterating, the three values in (21) are multipliéstaled by the learning rate and subtracted
from the initial weight, and so on. The correxif'is "propagated backwards", layer lyer up
to the inputs layer and the process begins again until some kind of convergence is reached.

4. Models estimation

Now we are going to estimate each model, fitgt, some of theperformanceindicators tobe used will
briefly, be explained

1. The performance of each of the models will be measured thratgghredictive capacity. To this
end, the database is separated into two parts. Qthe trainingdata, where themodelis going
to be"trained", and consequently learns frothat part of the dataGenerally, this dataset is also
subdivided into smaller groups and thetimationsare performed, leaving out one of them, and
then the behavior of the modes tested on this remaining subset. Thisocessis called cross
validation, isoriented to avoid overfitting and is repeated as many times as groups have been
determined.Finally, he predictions of eackstimationare combinedln sum,atraining setis a
data set that is used to discover possible relationships

2. The other part of the original database will be used to perform the final testing of the mibdel.
is called the testing dataAnd it will measure the predictive effectiveness of the madalell as
the overfitting issueln short, theresultsof the model obtained in the previous poiateapplied
to the values of theexplanatory variables in the testing data and iitbe resultare compared
with the response variable of that datset In clasification analyses, such as this case, it
compares which "clasgRG or NRGhe modelassignto each observation, viavis, the actual
classificationRG or NRGJithin the test setin sum,atest setis a data set that is used to verify
the strength of the potential relationshidsund in the training set

3. In our casethe training data will correspond to all the dadha particular year and the test data
will bethe dataof the following year. Tét is the model is trained in one year and then tested
with the data froma later period.

4, The mode| ashas been mentionedliearns from the data and automatically determines the
parameters, but to do this it is necessary to defimeadvancea series of "hger parameters”
that will drive the adjustment proces$or example:

i In the caseRF models, thepasicallyare:the number of treesthe number of
variable€? to incorporate in each estimate, and the minimum number of
observations peleafto continue advancing in the partition.

i In the case 0GB, theyessentiallyare: number of iterations(or treeg, what is
the percentage of observations to use in edteination, the maximum number
of branches(or depth) that each tree will hav&, the learning rate the
regularization parameter, thepercentage of the number of explanatory
variables to be used in each iteration (tre#)e maximum value of "purity" on
each node beyond whigmo partitions arefurther performed.

i In the case of ANNhey principallyare: the quantity of neurons and hidden
layers to be used.

In some cases, ith all the possible values of these hyper parameters it is possitdetta grid, andthe

program willautomaticallyevaluate all these possible alternatives and finally provide the best r¢batt

mears the optimal combination of all of them.

2L Correction is also performed on the bigerm. Therefore, in some cases is weighted with a coefficient equal to one.
22The default is the square root of the number of explanatory variables.

23 The less deep thenore "general" the modeWill beand then the eventualoverfit will be smaller.

24The less deep thenore "general" the modewill beand then the eventualoverfit will be smaller.
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5. As we ae going to analyz¢hree differenttypes of models, and in one of them (ANN) it is
necessary tdransform or standardizé® the variablesjt has beendecidedto use this type of
transformationin all ofthem?,

The ability of each modelto predict outcomesproperly, isevaluatedusingthe sccalled "confusion
matrix", following these steps:

1 the model is fitted in the training data

1 the results of that fitting are used in the testing d&tto make predictions,

91 these predictions are compared with the actual values of the response variable of this data set.
Therefore, fiis possible to find foucases ocategories:

i True positives: these are cases wh&6&is equal to one in the data and the estimate also
generaes avalueequal to one.

i True negatives: these are cases whB®@is equal to zerdNRG)n the data, and the estimate
also generates @alueequal to zero.

i False negatives: these are cases whe@is equal to one in the data, but the estimate generated
valueequal to zerdNRG)

i False positives: these are cases whR@is equal to zerdNRG)n the data, but the estimate

generated avalueequal to one.

With thisinformationit is feasible to obtai five indicators:

1. Accuracy of the estimain, whichisthe sum of the true positives plus the true negatives, divided
by the totalnumberof observations
2. Precisionof the estimaton, which arises from dividing the true positives by the sum of true

positivesplusfalse positives. Indicates the model's ability to distingufsitrue positives over
all cases that the model estimates positisatcomes. Of all those countries that the model
predicts withRG how many actually regist&G

3. Rezall of theestimatior?®, which comesfrom dividing the true positives by the sum of the true
positives plus the false negatives. It indicates the model's ability to distinguish true positives over
all those casethat are really positive. Of all those countries thragister K5, which proportion
of them is captured by the model.

4, F1 measure which is the harmonic mean between precision anchi?®.
5. Area under the curve (AUC). This concept ceofnem the dreceiver operating characteristic

curvet (ROG, that depictsthe diagnosticcapacityof abinary classifiesystem®, and shows the
effectivenessof the model, with all possible "thresholdst) separating the true positive rate
(recall)from that of true negative¥. It is an indicator that is not affectetkitherby the scaleor
the decision threshold

Each of these indices will be of greated@sser importance depending on the nature of tHassification
analysis. The essential condition is that its value exceeds 0.5 which eauéspond tothe result ofa
purely random model. Normally this is the “threshold" to qualify an observatsiG or NRG, if it exceeds
that observationis RGotherwiseisNRG Qther values may be proposed feuchthreshold, depending on
the type of estimate and the nature of the data.

25 They are "centered" by subtracting the mean from each value and "scales" them by dividing this result by the
standarddeviation

26n order to avoid information leakage issues and ensure that data with similar distributisedsthe parameters

of the training data are used to transform the values of the test data.

27 Sometimes the training data isalso used in this step to check rfaverfitting, comparing the results of both
measurements

28 Or rate of true positives.

2 |nverse othe arithmetic mearof the reciprocal valuesVeights more the smallest values.

VEKS YSGK2R ¢l a 2NARAIAYLFEE@ RSGSE2LISR F2NJ 2LISNI (2 NA
31True negatives divided by true negatives plus false positives.
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https://en.wikipedia.org/wiki/Binary_classifier
https://es.wikipedia.org/wiki/Media_aritm%C3%A9tica

4.1 RF and GB estimation
Now, using the PyCargbrary in Python, we are going to evaluated rank jointly the RF and GB models.

LGQAa 62NIK G2 YSydAazy GKFG t @&/ | NByCaretbeldni thevtesi A O f £ &

modeP?for each particular year

In the following tablegach column indicates the resultfor each year, foits particulard 6 S snadél

named in the last row. As we can see these results indicate that all the values are above the 0.5 threshold,
that imply that the different models perdrm a decent johin classifying and separating countries with RG
form those with NRG. On the other hand, it can be seen thatlLigatGBM modeis the one that has
achieved a betterelative performancethan the othes. Asit canbe seg the results on the training data

;

FNS 60SGGSNI KKy (GKS 2ySa 2y (K@riirga i RIFIGF AYyRAOFGAY:

Tablel
Confusion matrix results for RF or GB models
Year 2012 2013 2014 2015 2016 2017 2018

Accuacy

Train 0.92 0.81 0.90 0.86 0.87 0.87 0.92
F1 Train 0.90 0.71 0.87 0.78 0.74 0.82 0.87
AUC Train 0.91 0.78 0.91 0.83 0.83 0.90 0.90
Accuacy

Test 0.81 0.82 0.78 0.81 0.82 0.79 0.87
F1 Test 0.78 0.74 0.68 0.64 0.62 0.62 0.72
AUC Test 0.84 0.79 0.75 0.77 0.72 0.72 0.80
Best RandomForest RandomForest

Model LGBMClassifig Classifier XGBClassifier] LGBMClassifier| Classifier XGBClassifierl LGBMClassifier|

Now, the model is kind of a "black box". Different from traditioma&ithodsnothing can be said about the
individual behavior of the response variable in relation to ed&V evolution and their possible
interactions. Apartial solution to this problemcanbe analyzing theimportance” of each explanatory
variable, that isordering the EVsin terms of their contribution to the accuracy of the mod#i this
particular case, thémportance of each EV itlecreaing the "impurity” of the model,has been used to
perform that rankingand the results are presented in the following graphic. Thiéris possible to note

that the most important variables have been the investment services not related to information
technologieggrowth (NICTKSERV) and the evolution btotal factor productivity TFPg). The rest of the
variablesin particular trade openingdOPR2 S&ay Qi LI & GKIF G NBfS SEOSLI

Figure6

Variable importance
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32Based in thigase in the F1 indicator, because of the data imbalance.
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The second question relates to the effect, or direction, on RG ofctrengesof each of theEVsin
particular. Several types of estimates are presented to analyze this issue.

In the firstplacethe methodology called "partial dependenpiots’ (pdp)is applied (Greenwell, 2017)
Pdpestimatesthe marginal effecthat EVshave on the predicted outcome ¢iie model The procedure
is as follows:

1. In thetraining database replace thariginalvalue of eactEVwith a constant, whicliepresenta
newvalue n that variable.

2. The model with that vector is estimated and all other valakthe otherEVremain the sames
before.

3. The average prediction is calculated, in this case howptiobability of RAs affected by the

changeof each EV.

The results for all explanatory variables are presented in the followiggrefor the years 20130 2018.
Thereit is possible to observiat the effect on the probability of observirgGis much stronger and also
increasing, in the case afrise ofTRFP_gandnICTKSERV,_than, in the rest of the variables, in particular
COP This would indicate that both increasén TFP_gnd nICTKSERV,_are associated with a positive
impulse towardRG

Figure7
PDP for RBr RG models
Relationship with RG:2013 Relationship with RG:2014
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Figure7
PDP for RBr RG models
Relationship with RG:2017 Relationship with RG:2018
CoP ICTKSERV g 0.g CoP ICTKSERV g Qg
0.75- 0.75-
0.50-
0.50-
——_-/._. ___/
0.25- B e T | [f === | |
0.25-
0-
‘ ‘ Lg ‘ ‘ ‘ TF‘P_g I ‘nICTKSIERV_g‘ ‘ I Lg ‘ I ‘ T;:P_g ‘ "I ‘nICTIKSEF‘W_gI ‘3
. / ]
0.50-
0.50-
025-°
254 /
0-
—1‘5—‘1—0‘5 E) 0‘5 Il —Il 0 1 —Il o] 1 —‘1 —E;S E) 05 1 —IZ -1 o] ]I —Il lI) ]I é

Secondly, waise a more complex and accurate method namkd shapley valueor SHAP value&@n

acronym from SHapley Additive exPlanations)s a concept that comes fronthe cooperative game

theory, andis a method of calculating the importancetbe EVSn a machine learning model that takes

into account the effect of interactions betwedghem. The idea is to compute the accuracy of the model

with all possible combinations of features that do not in@wdparticular ENAnd then addthat EVand

observethe changegproducedin modelaccuracythe sum ofall the effects captured is thehapley value

of this particular EMs the average marginal contribution of a feature value across all possial#ions

This estimator seek$o showa fair distribution of the importance of theariablesTo do this it fulfills the

following properties:correctly captures the value of the original predictiohtwo variables contribute

the same in all coalitianof the modeltheir shapleyeffect is identicglthe shapley valuef aEVthat does

not alter the value of the prediction in any coalitigzerg, if one EVincreases the prediction more in one

model than in another for all situations, its effect is greater on the first mobtet. results are presented

in Figure 8, and again they show the importawédFP_gand nICTKSERV_g in contributing to the RG of

the different countries®, comparing with the erratic ahpoor performance of COP, for example.
Figure8

SHAP valuder RFor RG models

Shapley Values:2013 Shapley Values:2014
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33 Note, in particular, that these effects appear to be stronger when RG is observed (yellow dots).
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Figure8
SHAP valuegsr RFor RG models
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Thethird method is to workwith the test data.In order to analyze the effect of a hypothetical change in
one unit on eachEVoverthe response variable, remaining the otls@onstants, it is feasible to consider
the difference between the predicti@that arises from the new test data, that is, the data with t¢in
guestion incremented in a untt, with those corresponding to the original prediction.

1. To compare both predtions, a permutation test is performed for the me&igwilcox, Rand R.
2003). It is a question of measuring whether, for each period and for Egcdome statistically
significant difference between the original predictions, and thesthat emergewith the afore
mentioned changecanbe detected! Y RSNJ (1 KS ydz €
estimate a "probability value" (walue)to determine whetherr not, the two distributions differ

from each® other.

K & LJ2 th& tesish &

2. Afterwards, aresamplingwith replacement®” technique (bootstraping) (Brownlee, Jason 2018)
is applied to assess the probability that the change inENBaspositive or negative effeatver
the response variabfé To that endfor eachEVand each period, 85%confidence interva(Cl)
for the difference in the mean of the two predictions cisnstructed®.

The table below, present the results of these estimates. Thiers possible to observe, again, that

statistically significant variations in predictioage observednlyin the case of TFP_g and nICTKSERV _g

In addition, as the results for the CI shows, teriations in these two explanatory variables, are
unanimously positive indicating that there is some eviderbat induces to argugthat an increae in
one unit, separately in each of theamdremaining the rest of the EVs constaimicreases the likelihood

of observing RG.

Table2
Predictions Distributiofior RF or RG models
‘ COP‘ Lg LQ_g‘ ICTKSERVJ nICTKSERVJ TEP_d
2013
Perm. Test p_value 0.77 0.40 0.66 0.56 0.00 0.00
Cl Lower Bound 0.01 0.04 0.02 -0.03 0.38 0.22
Cl Upper Bound 0.01 0.05 0.02 -0.03 0.39 0.22

34 0Or one standard deviation in the case of transformed variables.

35 with 10,000 sample permutations, without replacement.
%6 The p_value indicates the probability that, under the null hypothesis that both distributions (predictions) are in fact
the same, iispossibleto observe a value greater than or equal to that of the absolute difference in the mean of both

predictions before the permutation test was made. Taking a reference value of 0.05 for-tialexd type 1 error,

which indicates the probabilityfaejecting the null hypothesis when in fact true, the values less than that number

indicatethat the null hypothesisouldbe rejected.
$With 10,000 samples of repetitions with replacement.

38 That is, whether or not an increase in the probability of abisey RG is recorded
391.e, predictions with the new values of the explanatory variabli@usthe old ones, in all the bootstrap samples

18

27T

ay



Table2
Predictions Distributiofior RF or RG models
‘ COP‘ Lg LQ g ICTKSERVJ nICTKSERVJ TFP_g
2014
Perm. Test p_value 0.77 0.00 0.57 0.67 0.00 0.02
CI Lower Bound -0.01 0.31 0.03 0.02 0.31 0.14
Cl Upper Bound -0.01 0.32 0.03 0.02 0.32 0.15
2015
Perm. Test p_value 0.45 0.07 0.32 0.66 0.00 0.00
Cl Lower Bound -0.04 0.11 0.05 0.02 0.30 0.32
Cl Upper Bound -0.03 0.11 0.05 0.02 0.30 0.32
2016
Perm. Test p_value 0.23 0.86 0.72 0.47 0.00 0.00
Cl Lower Bound -0.05 0.00 0.01 0.03 0.26 0.17
Cl Upper Bound -0.04 0.00 0.01 0.03 0.26 0.17
2017
Perm. Test p_value 0.35 0.74 0.06 0.21 0.00 0.00
Cl Lower Bound 0.05 0.01 0.10 0.07 0.28 0.32
CI Upper Bound 0.05 0.01 0.10 0.07 0.28 0.32
2018
Perm. Test p_value 0.33 0.37 0.85 0.21 0.01 0.00
Cl Lower Bound -0.05 0.05 0.00 0.07 0.17 0.34
Cl Upper Bound -0.05 0.05 0.00 0.07 0.17 0.34

Corroborating all these factsn the following figureit is possible to observe the displacementtbé
density functiori® that generates the resamplingrocessof each of theseEVs when each of them is
incremented in one unit remaining the otheconstants.

Figure9
Changes in predictionitdibution
for RFor RG models

40 Attention to the resampling technique and the central limit theorem the resulting variablesdatibuted as
normal.
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