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International trade and economic growth, a machine and deep learning approach 

By: José A. Cafiero 

Abstract 
In this paper the relationship between trade and growth is revisited, using machine and deep learning 

algorithms. Within this framework the investigation will suggest that the relative growth rate of each 

country is associated more with internal factors, such as investment growth or the evolution of total factor 

productivity, than with the degree of trade or commercial openness. 

 

1. Introduction 
In a recent essay (Irwin, Douglas A. 2019), the association between growth and trade reform was 

discussed. The author concludes that trade liberalizations άƘŀǾŜ ŀ ǇƻǎƛǘƛǾŜ ƛƳǇŀŎǘ ƻƴ ŜŎƻƴƻƳƛŎ ƎǊƻǿǘƘΣ 

ƻƴ ŀǾŜǊŀƎŜΣ ŀƭǘƘƻǳƎƘ ǘƘŜ ŜŦŦŜŎǘ ƛǎ ƘŜǘŜǊƻƎŜƴŜƻǳǎ ŀŎǊƻǎǎ ŎƻǳƴǘǊƛŜǎέ ŀƴŘ ǘƘŀǘ some άǊŜǎŜŀǊŎƘ ŦƛƴŘƛƴƎǎ 

ǎƘƻǳƭŘ ǘŜƳǇŜǊ ǎƻƳŜ ƻŦ ǘƘŜ ǇǊŜǾƛƻǳǎ ŀƎƴƻǎǘƛŎƛǎƳέΦ /ƛǘƛƴƎ ƻǘƘŜǊ papers on this matter, that apply classical 

statistical techniques like cross country panel regression or synthetic control methods, the author 

substantiates the afore mentioned relationship.  

 
Here, this association will be analyzed from a purely empirical point of view. A number of statistical models 

that are part of so-called "machine learning" ŀƴŘ άŘŜŜǇ ƭŜŀǊƴƛƴƎέ techniques will be used to do this. It is 

worth mentioning that, both apply methods that allow computer programs to "learn", meaning that their 

performance improves through an adequate "training" of the data that is used to analyze a particular 

topic. A somewhat more formal definition would be: άA computer program is said to learn from 

experience άEέ with respect to some class of tasks άTέ and performance measure άPέ, if its performance 

at tasks in άTέ, as measured by άPέ, improves with experience άEέέ (Mitchell, T.M. 1997). 

Among the huge variety of methods that can be applied within the so-called supervised models1 , three 

of them will be used2:  

¶ the ensemble of models through the random forest method, which will be referred as RF,  

¶ the ensemble of models, prioritizing reducing errors, which will be referred as gradient boosting 

GB, 

¶ artificial neural networks, to be called ANN. 

 

The response3 variable will be: 

¶  the relative economic growth, calculated through the evolution of each country's share of the world's 

gross domestic product (GDP), measured by purchasing power parity4. It is a binary variable that takes 

the value of one if the country in question increased its participation in world's GDP in a particular 

year and zero otherwise5. The data have been obtained from the International Monetary Fund (IMF) 

and this variable will be identified by the acronym RG. 

In relation to the explanatory variables, they will be: 

1. the level of commercial openness, which results from adding each country's imports and 
exports and dividing them by the value of their gross domestic product, all measured in 

 
1 In a supervised model, there is a function (or model) where input data (explanatory variables) is related to a labeled 
or output data (response variable). 
2 ¢ƘŜ ŦƛǊǎǘ ǘǿƻ ōŜƭƻƴƎ ǘƻ ǘƘŜ άƳŀŎƘƛƴŜ ƭŜŀǊƴƛƴƎέ ŦƛŜƭŘ ŀƴŘ ǘƘŜ third ǘƻ ǘƘŜ άŘŜŜǇ ƭŜŀǊƴƛƴƎέ ƻƴŜΦ 
3 Data covers from 2013 to 2018, and information from a hundred countries is available in each year. 
4 Is a methodology aimed to compare different countries' GDP through a similar basket of goods. 
5 So, we are in the presence of a classification problem. 
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US dollars at current values. The data has been obtained from both the World Bank's 
Integrated World Trade System (WITS) and the IMF and this variable will be identified 
as COP, 

2. total factor productivity annual growth, which indicates the share of a country's annual 
growth rate that is not attributable to changes in capital or labor accumulation, for 
example. The data has been gotten from the Conference Board (CB) and this variable 
will be identified as TFP_g, 

3. the annual labor growth rate in each country. The data have been obtained from the CB 
and this variable will be identified as L_g, 

4. the annual labor quality growth rate in each country. The data have been taken from 
the CB and this variable will be identified as LQ_g, 

5. the annual growth in capital services, related to information and communication 
technologies, in each country. The data have been obtained from the CB and this 

variable will be identified as ICTKSERV_g, 

6. the annual growth in capital services, not related to information and communication 
technologies, in each country. The data have been gotten from the CB and this variable 

will be identified as nICTKSERV_g. 

This article is organized as follows. Section 2 presents an exploratory data analysis. In section 3, the 

different models are explained. In section 4 we discuss the applications and the results of these models. 

Conclusions are considered in Section 5. 

 

2. Exploratory data analysis 
In this section, we pursue an exploratory data analysis where the basics relationships between RG and the 

explanatory variables are depicted.  

At first, we analyze, the performance of each of the explanatory variables (EV) in relation to the response 

variable. Bear in mind that our objective is to distinguish, as clearly as possible, those countries that have 

recorded relative growth compared to those that have not, through the analysis of their respective 

explanatory variables. Figure 1 below goes one step further. There we show the density function of those 

variables, but separating those cases where relative growth of the country in question was observed from 

those that did not. As it is shown, there is no uniform behavior between variables or between such 

variables over the years. That is, it becomes very difficult to obtain a clear cut partition, EV by EV, between 

those countries with good performance over the rest. That is why it is necessary to use models where by 

combining the relationships and interactions between these variables it is feasible to make this type of 

comparison with the greatest possible clarity and stability over time. 



3 
 

Figure 1 

  

  

  
 

A slightly deeper analysis would be to test whether there are statistically significant differences in the 
averages of each variable, whether it corresponds to a country with positive relative growth or not. Using 
the Wilcoxon-Mann-Whitney test6, for each variable in each year, it is observed that, in general, only for 
COP and LQ_g the distributions do not usually reflect statistical significant differences in their means, in 
five and four of the years respectively, for the rest of the explanatory variables the results vary year by 
year, but show statistical significant differences. That is, the first impression that is possible to be made 
from the tables that make up Figure 1 is not contradicted by these findings. 
 

Another important measure is the number of cases (countries) that experienced relative growth 
compared to those that did not. And the importance is that the greater the balance between the two, the 
more unbiased will be the results. These outcomes are presented in the following graph. 

 
6 A detail of these measurements can be requested via email to the author. 
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Figure 2 

 

As can be seen, the number of countries without experiencing relative growth exceeds those with relative 
growth, in all years. This, eventually, will require a re-balancing of the observations at the time of applying 
the different models to the data. 
 

Next, an analysis of the level of association among the EVs, will be performed using the Spearman's 
correlation test. This is an important issue, because EVs correlated with each other not only generate 
"noise" in the analysis, but unnecessarily increase the quantity of them to be used in each model. The 
results are presented in Figure 3, where it is observed that correlations are not important in any of the 
cases analyzed. Moreover, many of them are not significatively different from zero, statistically speaking. 

 

Figure 3 

  



5 
 

Figure 3 

  

  
 

Finally, all variables were checked to have a reasonably nonzero "variance". This was corroborated for 
all of them in each of the respective years7.  
 

3. The models 
In this section we are going to explain, succinctly, how each model works. 

 

3.1 The random forest model (RF) 
We begin with the random forest model (RF). In this case is very convenient explain, at the very beginning, 

how simple decision trees models8 (CART) o recursive partitioning methods works. The goal is split the 

EVs space into a number of simple regions, dividing and subdividing the data, repeatedly, with the 

objective of making each subdivision as homogeneous as possible, in the sense that groups mainly 

ǇƻǇǳƭŀǘŜŘ ǿƛǘƘ άǊŜƭŀǘƛǾŜ ƎǊƻǿǘƘ ŎƻǳƴǘǊƛŜǎέ ŀƴŘ ƻǘƘŜǊǎ ǿƛǘƘ άǊŜƭŀǘƛǾŜ ƴƻ ƎǊƻǿǘƘ ŎƻǳƴǘǊƛŜǎέΣ ŀǊŜ founded 

and separated. Trees can ascertain unseen patterns consistent with complex interactions in the data and 

are very easy to understand but they have a tendency to overfit the model, in the sense that their amount 

of specificity is so intense that the error term tend to be also modeled.  

The recursive partitioning technique works as follows: 
 

1. Denominate E the space that contains all the explanatory variables,  
2. for each value vi, of each EV, the data in E are separated in such a way that one part of them 

is left with the values greater than vi and the other with values less than vi, 
3. the homogeneity of each of these partitions is measured, based on the corresponding RG 

values,  
4. then an EV and its respective value vi are selected, that will be the ones that generates a 

subgroup that is the most homogeneous as possible,  

 
7 A detail of these measurements can be requested via email to the author. 
8 Also known as Classification and regression trees (CART). 
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5. this will generate a partition in E on two subsets E1 and E2,  
6. the partitioning process is repeated, in these two subsets,  
7. this process continues until there is no partition that can improve the homogeneity of the 

groups. 
 

In order to continue, a formula for measuring homogeneity or uniformity must be defined. The indicator 
generally used is Gini's "non-homogeneity" index, which basically estimates the probability of misclassify 
an observation. In this case, when working with two possibilities: RG, NRG the formula can be expressed 
as follows, for each explanatory variable: 
 

ὋὭὲὭ ὍάὴόὶὭὸώςz ὖ   z  ὖ    ρ 
 
Here, ὖ    is the probability of finding, for each explanatory variable (EV) a country with RG within the 
category made up of all those values of that particular explanatory variable (VE) greater9 than "vi", for 
example. ¢ƘŜƴ ŀ άǿŜƛƎƘǘŜŘέ Dƛƴƛ {Ǉƭƛǘ ǾŀƭǳŜ ƛǎ ŎŀƭŎǳƭŀǘŜŘ ŦƻǊ ŜŀŎƘ 9±Σ ǿƘŜǊŜ ŜŀŎƘ Dƛƴƛ LƳǇǳǊƛǘȅ ƛǎ 
multiplied by the percentage of cases that belong to this particular category. As was already mentioned, 
the root of the tree will consist of an EV, and its value, that generate the lowest index. After this first 
partition the process continues in the same way. 
 
Another measure that is commonly used is the so-called "entropy"10, which is defined in the following 
equation, and whose minimum value is the one that will decide where the partitioning process begins 
(root of the tree). 
 

Ὁὲὸὶέὴώὖ   ὰέὫὖ   ρ ὖ   ὰέὫρ ὖ    ς 
 

As partitions grow the "tree" will become increasingly deep, at the limit each leaf will contain a single class 
(RG or NRG), but this is what is called an "overfitting" of the data by the algorithm. In other words, both 
the "noise" and the implicit "signal" in the data are modeled, and this is not correct. When you want to 
evaluate the accuracy of the model in other data set, the results will tend to be poor, and this is what 
needs to be avoided. In general, it is necessary to stop the sub-partition process if the resulting groups 
are very small or if the degree of "impurity" decays slowly as the process progresses. This procedure is 
called pruning. The result of these partitions will be presented below, for the year 2018, for illustrative 
purposes only: 

Figure 4 

 
 
There, it is possible to realize that groups with majority of countries with RG, are the ones with the highest 
growth rates in: capital services not related to information technologies and the amount of work, for 
example. In sum, the algorithm detected, five groups of countries. Particularly, in countries with 

 
9 Or equal in the cases of a qualitative EV. 
10 The concept is associated with the "non-homogeneity" or "impurity" of the dataset. wŜǎǳƭǘǎ ŘƻƴΩǘ ǘŜƴŘ ǘƻ ŘƛŦŦŜǊ 

using one or another method. 
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investment, not related to information technologies, growing at rates greater than or equal to, 0.9% per 
annum, 84% of them experienced RG. While, for those with this rate greater than -1% and labor growth 
greater than -0.9, that percentage would amount to 92%. 

 
But we can go beyond this intuitive algorithm, because of the limitations that it presents and that have 
been noted before. One method in this regard is the "random forest", a descendant of the "tree" which 
is much more robust and effective. In this case many trees, as well as explanatory variables, are chosen 
randomly. Then these individual "trees" are ensembled and their results are combined generating a final 
response, which has proven to be much more accurate and also not be affected by the overfitting 
problem. 
 
In the case of "classification trees" estimations can present great variability in the face of the smallest 
changes in explanatory variables. That is why the techniques called "bootstrap aggregation" (BA) have 
been used, which basically consists, as mentioned, of combining multiple trees, each built on the basis of 
different samples extracted with replacement, from the data in question. As was mentioned, also the EVs 
involved in each measurement are randomly selected. In this context, the variance of the estimation is 
reduced and its accuracy is increased but at the cost of decreasing, its interpretability, therefore the name 
of "black box". 

 
The process, synthetically works as follows (Breiman, 2001):   

¶ Assume that there are TO number of observations, a response variable (RV), and a series of EV 
explanatory variables, 

¶ a number of QM models (trees) is defined, they are first "adjusted" and then ensembled through each 
of its estimates,  

¶ a sample size (with replacement) is selected: SWR < TO,  

¶ then a subset of EV and RV of that size is constructed (the bag), 

¶ each model is estimated with the methodology set out in points 1 to 7 (single tree above), 

¶ each time a partition in a tree is performed, a smaller number, than the totals, of explanatory 
variables are randomly assigned, AEV, 

¶ a result is gotten from that estimate, t<=QM: ὪὃὉὠ, 

¶ once QM models had been estimated, they results are summarized, which can be the average of all 

of them, in the case of a regression model, or in the case of a classification model the majority voting 

method. Meaning that, if for an observation, in particular, the majority of models establish that it 

belongs most likely to the RG group, for example, then that category is assigned to this observation,  

¶ in order to avoid highly correlated predictions between the different trees, in addition to the random 

samples, as mentioned, it is added the fact that not all EVs are involved in the estimate, they are 

randomly assigned. This is the main difference between the BA and RF methods. 

 

3.2 The gradient boosting models 
 

Gradient boosting (GB), is another related technique, but in this case, bagging is applied only to trees, not 
variables. GB converts weak learners into strong learners. A weak learner is one with a performance 
slightly better than a random guessing. Like random forest, boosting is a sequential process; but here, 
regression trees11 are produced using the information from previously grown trees one after the other in 
order to reduce misclassification rate in subsequent iterations. In a sense, the method tries to model 
sequentially the errors or residuals in order to fill, in the best possible way, the gap between the observed 
response variable and the estimation of such variable. 

Regression tree models are adjusted, sequentially using a series of "pseudo residuals", which again put 
greater weight on larger errors. Three key elements should be considered (Friedman, 2001):  
 

¶ A loss functionτ which in this case measures how accurately the model classifies countries that 
register RG, and which is going to be minimize, through an algorithm called "gradient descent"  

 
11 The target variable is a continuous one and not binary as before. 
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¶ A weak classifier, usually a tree with a single node.  

¶ An additive model, this is a sequential process where these trees are added iteratively so that 
you can make predictions more and more accurate. Reducing the value of the loss function at 
each step. As mentioned, this method attempts to adjust the new predictions to the residual or 
errors of the previous model. 

The process could be summarized as follows: 
o Be X is a nxk matrix (n observations and k explanatory variables); 
o be y and a nx1 vector (response variable); 
o a number of trees to be used in the model is stipulated; 
o ŀ ǾŀǊƛŀōƭŜ άʰέΣ ŘŜƴƻƳƛƴŀǘŜŘ ƭŜŀǊƴƛƴƎ ǊŀǘŜ ǿƛǘƘ ŀ ǇƻǎƛǘƛǾŜ ǾŀƭǳŜ ƭŜǎǎ ǘƘŀƴ ƻƴŜ ƛǎ ŀƭǎƻ ǎŜǘ12. 

o a differentiable loss function is defined: ὒ ώȟὊὢ ; 

o the target is going to be minimize the so-called log likelihood function multiplied by 
minus one: 

ὒέὫὒὊ  ώ ὰzέὫὴ ρ ώ ᶻρ ὴ  σ 

ǿƘŜǊŜ ȅƛ όƛҐмΧƴύΣ is the value of the variable (0 or 1) and p is the probability estimated 
by the model, for that variable. 

o the minimum value of this function is estimated and, based on this, it is established that 
the initial value corresponding to the estimate of each observation will be similar and 
equal to the logarithm of the "odds ratio" that in this particular case will be:  

ÌÏÇ
     

    
τ.  

o as this value will be the same for all observations, the tree contains a single node 
(stump); 

o the above determined value should be converted to the probability of observing RG and 
for that matter a sigmoid function is used, then: 

ὖ2'ρ
Ὡ

     
    

ρ Ὡ
     
    

 υ 

o this will be the first probability prediction, which, as has been said is the same for all 
observations and this constitutes the original tree, RT_0; 

o then, an estimation error is calculated: 
ὶὩίρ ώ ὖ2'ρ φ 

 
o then a new regression tree is built, with the same explanatory variables, but in this case 

the response variable will be res1; 
o the issue, now, is how the final value of each of leaf (output value) is calculated, and 

again we have to minimize function (3) therefore we get to the following expression: 
 

В       

В  13ᶻ  
(7) 

o this new tree is added to the original: 
 ὅὝ ὅὝ ψ 

 
o using the sigmoid function, we get the new probabilities to assign to each observation, 

which in this case begin to be different between them. This is the vector P(RG2); 
o residuals or errors are recalculated using the new probability vector; 

 
ὶὩίς ώ ὖὙὋς ω 

 
12 It is used to calibrate the contribution of each new tree to the improving the accuracy of the estimation.Empiric al 

evidence shows, that a series of small steps in the right direction is the best strategy. 
13 The term previous probability is used because the process is sequential and consequently indicates the probability 

that corresponds to the previous step. 
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o and a new regression tree is built, with the same explanatory variables, but in this case 
the response variable will be ὶὩίς; 

o the process goes on until the errors stop decreasing conveniently or the maximum 
number of trees is reached. 

There have been a fair number of new models based in this original method. We are going to discuss, and 
apply empirically, three of them.  

 

a. XGBoost 
Due to its empirical success, XGBoost (extreme gradient boosting) (Chen, 2016), is the one of the most 
popular algorithms, in this context.  
 
Its mainly notable features are:  

¶ Uses a new regularization technique to control overfitting, by penalizing one of the causes of this 
problem which is the complexity of the model.  

¶ Computing efficiency, mainly in the case of huge data sets.  

¶ Stochastic model, where resampling is performed without replacement.  

¶ Better optimization techniques (Newton boosting).  

¶ Automatic handling of missing values.  

¶ Clearly determined partitions and thus the probabilities to assign to each observation.  

¶ Wide variety of hyper parameters. 
 
In this case the process, in a simplified way, would be as follows: 
 

¶ As was done before the process begins minimizing a loss function adding a new term for 
regularization: 

ὒ ὰὶὩίὭὨόὥὰίὙὝὪ  ρπ 

ὙὝ ȿȿ πȢυȿȿύȿȿ ρρ 
 
²ƘŜǊŜ άlέ ƛǎ ŀ ŘƛŦŦŜǊŜƴǘƛŀōƭŜ ŎƻƴǾŜȄ ƭƻǎǎ ŦǳƴŎǘƛƻƴ ŀƴŘ άw¢έ is introduced to penalize the 
complexity of the regression tree.  is the number of branches and w is he value of each leaf, 

¶ as in the previous case, we start with an initial estimate of the probabilities vector. The sigmoid 
function is then applied to this value to obtain the estimated probability and the difference 
between the estimated and actual values (negative gradient). Also, the second partial derivative 
of the target function is calculated for each observation14, 

¶ then, the value of three hyper parameters is set:  
o ʴΥ ƳƛƴƛƳǳƳ ǾŀƭǳŜ ƻŦ ǘƘŜ ϦƎŀƛƴϦ ƛƴ ǘƘŜ ŜǎǘƛƳŀǘŜ ŀŦǘŜǊ ŜŀŎƘ ǇŀǊǘƛǘƛƻƴ  
o :˂ parameter aimed at "penalizing" the complexity of the model  
o ʰΥ ƭŜŀǊƴƛƴƎ ǊŀǘŜΣ ŀƭǊŜŀŘȅ ŘŜŦƛƴŜŘ  

 
Then the regression tree is being constructed using the following partition method: 

¶ for each possible partition of each explanatory variable the "gain" is calculated in terms of the 
accuracy of the estimate based on the following formula, which is normally used to select the 
partition points15 

 

ὋὥὭὲ 
ρ

ς

Ὃὠ

Ὄ ʇ

Ὃὠὶ

Ὄ ʇ

Ὃὠ Ὃὠὶ

Ὄ Ὄ ʇ
 ɾ ρς 

 
where: Ὃὠ (Ὃὠ) is the sum of the gradient vector values, that are less (greater) than the given 
value of the explanatory variable, and Ὄ (Ὄ ) is the sum of the values of the second partial 
derivative (hessian) that are, less (greater) than the given value of the explanatory variable, 

 
14 Also called Hessian, which determines the curvature of the loss function. At each point its value will be determined 

by p*(1-p). 
15 Obtained after expanding the L function in Taylor series up to the second order. 
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¶ the process is repeated for each possible partition, and the one that generates the largest "gain" 
is selected, if the node (which is on the right or left) is absolutely homogeneous (composed of 
only by one or zeros), the process stops there, otherwise if the node is non-homogeneous the 
partition continues, 

¶ the value for each leaf is going to be:  

ύὮ
 
 ρσ  

which is the sum of the values that correspond to the observations of each of them, 

¶ adding the initial estimate to this new evaluation, ƳǳƭǘƛǇƭƛŜŘ ōȅ ʰ, the new estimates of this tree 
are obtained, for each observation, then using the sigmoid function they are transformed into 

probabilities,  

¶ this new vector minus the original vector with the actual values (negative gradient) is obtained 
and also the new probabilities of the hessian corresponding to each observation are recalculated,  

¶ based on these last two elements, a new "tree" with similar methodology is re-estimated, and 
so on until a gradient vector is obtained as close to zero or the number of stipulated iterations is 
reached. 

 

b. CatBoost 
CatBoost (Dorogush et al, 2017) is a gradient boosting method with the following basic characteristics: 

¶ Faster in prediction, better in accuracy, and easier to use for categorical data. 

¶ Special and very efficient way to deal with categorical features 1617. 

¶ Introduces ordered boosting, in order to address the overfitting problem caused by the gradient 

biased estimation, this prediction shift is a special problem of target leakage. For each 

observation a separate model is trained that is never updated using a gradient estimate of this 

observation. 

¶ Oblivious trees are used as base predictors. This are trees where the same splitting criteria is 

used across an entire level of the tree. They are balanced and less prone to overfitting. 

 

c. LightGBM 
LightGBM (Ke, Guolin et al, 2017) is oriented to optimize time implementation using novel techniques: 

¶ Gradient based one side sampling (GOSS) where observations with small gradients are excluded. 

¶ Exclusive feature building (EFB) where mutually exclusive features (i.e., rarely take non zero 

values simultaneously) are bundled. 

¶ Decision trees are grown leafwise not level wise like in XGBoost. 

 

3.3 Artificial neural networks 
A neural network is an algorithm that simulates the functioning of the human brain. This type of 
"architecture" is composed by artificial neurons and has the ability to approximate any function to a 
reasonable level of accuracy (Nielsen, n.d.)18. The following graph outlines an operating diagram of 
the model: 

 
16 Hence its name. 
17 !ǎ ǿŜ ŘƻƴΩǘ ƘŀǾŜ categorical explanatory variables in this study we are not to go deeper in this matter. 
18 This "extraordinary" property is explained by the theorem of universalization of functions. The accuracy will be 

determined, among other factors, by the number of observations, the activation function, the number of neurons, 

the number of layers, and the number of iterations (commonly called epochs). 
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Figure 5 

 

The neural network works, succinctly, as follows:  

¶ the value of explanatory variables is entered in the input (first) layer (green circles), 

¶ by using weights, determined a priori randomly, these values are transferred to the neurons (blue 

circles) that make up the hidden layers, 

¶ to this weighted sum is added a value called "bias", initially also random, aimed at correcting and 

improving the performance of the activation function,  

¶ tƘŜƴ ŀƴ άŀŎǘƛǾŀǘƛƻƴ ŦǳƴŎǘƛƻƴέ ƛǎ ǳǎŜŘ, 

¶ the weighted sum will be the independent variable of this activation function,  

¶ the activation function determines which nodes (neurons) should be activated, and generates a 

value,  

¶ it is possible to use any number of neurons (weighted sum plus bias plus activation function) to 

deal with data linear relations and any number of layers to deal with data nonlinear relations, as 

well as different activation functions, 

¶ the values produced by the neurons are re-weighted and finally an estimated result, the output, 

is obtained, 

¶ this result is compared to the original value and an estimation error is determined, 

¶ the goal will be to minimize this error, 

¶ weights are re-calculated and these new values are "propagated" backwards 

όάōŀŎƪǇǊƻǇŀƎŀǘƛƻƴέύ through the whole network, 

¶ this process (epoch) is repeated until the error is minimized to a reasonable amount 

Activation functions are mathematical formulas that determine the final value to assign to each node or 

neuron. They are part of each neuron that makes up the hidden layers of the network and, as already was 

mentioned, determine whether or not that node should be activated. Activation functions also help 

normalize the final value of each neuron. They define, to some extent, the accuracy and computational 

efficiency of the model to converge, by representing the mathematical link between the input that feeds 

each current neuron and its output to the next layer, which is then reweighted. Activation functions allow 

to detect the interaction and nonlinear relationships between variables. There are different types of these 

functions, the most common are: 

¶ The already known sigmoid or logistics, which generates values between 1 and 0. 

ὖὼ   (14) 

¶ The rectifier linear unit (RELU) 19. The function generates a value of 0 with any negative value of 

x, and the same value of x with any positive. Therefore, it can be written as follows: 

ὶὩὰόὼ ÍÁØπȟὼ ρυ 

¶ Hyperbolic tangent. Whose values fluctuate between -1 and 1: 

 
19 Is the most used nowadays. 
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¶ Softmax, a generalization of the sigmoid function for the case where the response variable is 
composed of more than two classes. For "n" classes, the value of this function will be: 

ίάὼ
Ὡ

В Ὡ
 ρχ 

Where in all this cases: 

ὼ Ὁὠz ύ ὦ ρψ 

The "EV" are the explanatory variables, "wi" are the weights to assign to each of them and "b" is the bias.  
 
Reiterating, on each node of the hidden layer, we will have a variable "x", with its respective activation 
function:  

ὃὊὼ Ὁὠ ύz ὦ ρω 

These values are re-combined with another series of weights, also random, and related to another hidden 
layer or directly generate the "estimated result". This result is compared to the actual value of the 
response variable and there is a vector of estimation errors, which will need to be minimized. In a 
classification case, as is the one here, the error is estimated through the cross-entropy function, similar 
to (3): 
 

Ὁὶὶέὶ
ρ

ὲ
ὶὺzÌÏÇὶὩ ρ ὶὺz ÌÏÇρ ὶὩςπ 

Where: "rv" is the actual value of the response variable (in this case zero or one) and "re" is the result 
estimated by the model. Using the chain rule the new weights to assign to each node in the hidden layer, 
are determined, and as mentioned the process propagates backwards and when the inputs level is 
reached, a new epoch starts. Let see how the re weighting process works succinctly:  

¶ By the chain rule: 

Ὁὶὶέὶ

ύ

Ὁὶὶέὶ
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¶ this expression varies depending on the type of estimate and activation function involved in it. 

Using a sigmoid activation function, the results for this particular case and for each observation 

would be20: 

Ὁὶὶέὶ

ὶὩ
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¶ The final weights are adjusted in such a way as to generate a convergence process that minimizes 
the error: 

ύ   ύ  ᶻ
Ὁὶὶέὶ

ύ
 ςυ 

 
20 In the case of a RELU function the value of the second equation will be 1 or 0. 
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,h is the learning rate, which as mentioned earlier, helps the convergence of the function towards its 
minimum values.  

¶ reiterating, the three values in (21) are multiplied (scaled) by the learning rate and subtracted 

from the initial weight, and so on. The correction21 is "propagated backwards", layer by layer up 

to the inputs layer and the process begins again until some kind of convergence is reached. 
 

4. Models estimation 
Now we are going to estimate each model, but first, some of the performance indicators to be used will, 
briefly, be explained: 

1. The performance of each of the models will be measured through its predictive capacity. To this 

end, the database is separated into two parts. One, the training data, where the model is going 

to be "trained", and consequently learns from that part of the data. Generally, this dataset is also 

subdivided into smaller groups and the estimations are performed, leaving out one of them, and 

then the behavior of the model is tested on this remaining subset. This process is called cross-

validation, is oriented to avoid overfitting and is repeated as many times as groups have been 

determined. Finally, the predictions of each estimation are combined. In sum, a training set is a 

data set that is used to discover possible relationships. 

2. The other part of the original database will be used to perform the final testing of the model. It 

is called the testing data. And it will measure the predictive effectiveness of the model as well as 

the overfitting issue. In short, the results of the model obtained in the previous point are applied 

to the values of the explanatory variables in the testing data and then the result are compared 

with the response variable of that data set. In classification analyses, such as this case, it 

compares which "class" (RG or NRG) the model assign to each observation, vis à vis, the actual 

classification (RG or NRG) within the test set. In sum, a test set is a data set that is used to verify 

the strength of the potential relationships found in the training set. 

3. In our case, the training data will correspond to all the data of a particular year and the test data 

will be the data of the following year. That is the model is trained in one year and then tested 

with the data from a later period. 

4. The model, as has been mentioned, learns from the data and automatically determines the 
parameters, but to do this it is necessary to define, in advance, a series of "hyper parameters" 
that will drive the adjustment process, for example:  

¶ In the case RF models, they basically are: the number of trees, the number of 

variables22 to incorporate in each estimate, and the minimum number of 

observations per leaf to continue advancing in the partition.  

¶ In the case of GB, they essentially are: number of iterations (or trees), what is 
the percentage of observations to use in each iteration, the maximum number 
of branches (or depth) that each tree will have23, the learning rate, the 
regularization parameter, the percentage of the number of explanatory 
variables to be used in each iteration (tree), the maximum value of "purity" on 
each node beyond which, no partitions are further performed.  

¶ In the case of ANN, they principally are: the quantity of neurons and hidden 
layers to be used24. 

In some cases, with all the possible values of these hyper parameters it is possible to set a grid, and the 

program will automatically evaluate all these possible alternatives and finally provide the best result, that 
means the optimal combination of all of them. 

 
21 Correction is also performed on the bias term. Therefore, in some cases is weighted with a coefficient equal to one. 
22 The default is the square root of the number of explanatory variables. 
23 The less deep the more "general" the model will be and then the eventual overfit will be smaller. 
24 The less deep the more "general" the model will be and then the eventual overfit will be smaller. 
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5. As we are going to analyze three different types of models, and in one of them (ANN) it is 

necessary to transform or standardize 25 the variables, it has been decided to use this type of 

transformation in all of them26. 

The ability of each model to predict outcomes properly, is evaluated using the so-called "confusion 
matrix", following these steps: 

¶ the model is fitted in the training data, 

¶ the results of that fitting are used in the testing data27 to make predictions, 

¶ these predictions are compared with the actual values of the response variable of this data set.  
Therefore, it is possible to find four cases or categories: 

¶ True positives: these are cases where RG is equal to one in the data and the estimate also 

generates a value equal to one. 

¶ True negatives: these are cases where RG is equal to zero (NRG) in the data, and the estimate 

also generates a value equal to zero. 

¶ False negatives: these are cases where RG is equal to one in the data, but the estimate generated 

value equal to zero (NRG). 

¶ False positives: these are cases where RG is equal to zero (NRG) in the data, but the estimate 

generated a value equal to one. 

With this information it is feasible to obtain five indicators: 

1. Accuracy of the estimation, which is the sum of the true positives plus the true negatives, divided 

by the total number of observations. 

2. Precision of the estimation, which arises from dividing the true positives by the sum of true 

positives plus false positives. Indicates the model's ability to distinguish the true positives over 

all cases that the model estimates positive outcomes. Of all those countries that the model 

predicts with RG, how many actually register RG. 

3. Recall of the estimation28, which comes from dividing the true positives by the sum of the true 

positives plus the false negatives. It indicates the model's ability to distinguish true positives over 

all those cases that are really positive. Of all those countries that register RG, which proportion 

of them is captured by the model. 

4. F1 measure, which is the harmonic mean between precision and recall 29.  

5. Area under the curve (AUC). This concept comes from the άreceiver operating characteristic 

curveέ (ROC), that depicts the diagnostic capacity of a binary classifier system 30, and shows the 

effectiveness of the model, with all possible "thresholds", in separating the true positive rate 

(recall) from that of true negatives31. It is an indicator that is not affected neither by the scale nor 

the decision thresholds. 

Each of these indices will be of greater or lesser importance depending on the nature of the classification 

analysis. The essential condition is that its value exceeds 0.5 which would correspond to the result of a 

purely random model. Normally this is the "threshold" to qualify an observation as RG or NRG, if it exceeds 

that observation is RG otherwise is NRG. Other values may be proposed for such threshold, depending on 

the type of estimate and the nature of the data. 

 
25 They are "centered" by subtracting the mean from each value and "scales" them by dividing this result by the 
standard deviation. 
26 In order to avoid information leakage issues and ensure that data with similar distribution is used, the parameters 
of the training data are used to transform the values of the test data. 
27 Sometimes the training data is also used in this step to check for overfitting, comparing the results of both 
measurements. 
28 Or rate of true positives. 
29 Inverse of the arithmetic mean of the reciprocal values. Weights more the smallest values. 
30 ά¢ƘŜ ƳŜǘƘƻŘ ǿŀǎ ƻǊƛƎƛƴŀƭƭȅ ŘŜǾŜƭƻǇŜŘ ŦƻǊ ƻǇŜǊŀǘƻǊǎ ƻŦ ƳƛƭƛǘŀǊȅ ǊŀŘŀǊ ǊŜŎŜƛǾŜǊǎΣ ǿƘƛŎƘ ƛǎ ǿƘȅ ƛǘ ƛǎ ǎƻ ƴŀƳŜŘέΦ 
31 True negatives divided by true negatives plus false positives. 

https://en.wikipedia.org/wiki/Binary_classifier
https://es.wikipedia.org/wiki/Media_aritm%C3%A9tica
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4.1 RF and GB estimation 
Now, using the PyCaret library in Python, we are going to evaluate and rank, jointly the RF and GB models. 

LǘΩǎ ǿƻǊǘƘ ǘƻ ƳŜƴǘƛƻƴ ǘƘŀǘ tȅ/ŀǊŜǘΣ ŀǳǘƻƳŀǘƛŎŀƭƭȅ ŘƻŜǎ ǘƘŜ Ƨƻō ŦƻǊ ǳǎΦ ¢Ƙŀǘ ƛǎΣ PyCaret select the best 

model32 for each particular year.  

In the following table, each column indicates the results, for each year, for its particular άōŜǎǘέ model 

named in the last row. As we can see these results indicate that all the values are above the 0.5 threshold, 

that imply that the different models perform a decent job in classifying and separating countries with RG 

form those with NRG. On the other hand, it can be seen that the LightGBM model is the one that has 

achieved a better relative performance, than the others. As it can be see, the results on the training data 

ŀǊŜ ōŜǘǘŜǊ ǘƘŀƴ ǘƘŜ ƻƴŜǎ ƻƴ ǘƘŜ ǘŜǎǘ Řŀǘŀ ƛƴŘƛŎŀǘƛƴƎ ŀ ŎŜǊǘŀƛƴ ŘŜƎǊŜŜ ƻŦ άƻverfittingέ. 

Table 1 
Confusion matrix results for RF or GB models 

Year 2012 2013 2014 2015 2016 2017 2018 

Accuracy 
Train 0.92 0.81 0.90 0.86 0.87 0.87 0.92 

F1 Train 0.90 0.71 0.87 0.78 0.74 0.82 0.87 

AUC Train 0.91 0.78 0.91 0.83 0.83 0.90 0.90 

Accuracy 
Test 0.81 0.82 0.78 0.81 0.82 0.79 0.87 

F1 Test 0.78 0.74 0.68 0.64 0.62 0.62 0.72 

AUC Test 0.84 0.79 0.75 0.77 0.72 0.72 0.80 

Best 
Model LGBMClassifier 

RandomForest 
Classifier XGBClassifier LGBMClassifier 

RandomForest 
Classifier XGBClassifier LGBMClassifier 

 

Now, the model is kind of a "black box". Different from traditional methods nothing can be said about the 

individual behavior of the response variable in relation to each EV evolution and their possible 

interactions. A partial solution to this problem can be analyzing the "importance" of each explanatory 

variable, that is ordering the EVs in terms of their contribution to the accuracy of the model. In this 

particular case, the importance of each EV in decreasing the "impurity" of the model, has been used to 

perform that ranking and the results are presented in the following graphic. There, it is possible to note 

that the most important variables have been the investment services not related to information 

technologies growth (nICTKSERV_g) and the evolution of total factor productivity (TFP_g). The rest of the 

variables, in particular trade opening (COP) ŘƻŜǎƴΩǘ Ǉƭŀȅ ǘƘŀǘ ǊƻƭŜ ŜȄŎŜǇǘ ƛƴ нлмт. 

 

Figure 6 

 

 
32 Based in this case in the F1 indicator, because of the data imbalance. 
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The second question relates to the effect, or direction, on RG of the changes of each of the EVs in 

particular. Several types of estimates are presented to analyze this issue. 

In the first place the methodology called "partial dependency plots" (pdp) is applied (Greenwell, 2017). 

Pdp estimates the marginal effect that EVs have on the predicted outcome of the model. The procedure 

is as follows: 

1. In the training database replace the original value of each EV with a constant, which represent a 
new value in that variable. 

2. The model with that vector is estimated and all other values of the other EV remain the same as 
before. 

3. The average prediction is calculated, in this case how the probability of RG is affected by the 

change of each EV. 

The results for all explanatory variables are presented in the following Figure for the years 2013 to 2018. 

There it is possible to observe that the effect on the probability of observing RG is much stronger and also 

increasing, in the case of a rise of TFP_g and nICTKSERV_g, than, in the rest of the variables, in particular 

COP. This would indicate that both increases in TFP_g and nICTKSERV_g, are associated with a positive 

impulse towards RG. 

Figure 7 
PDP for RF or RG models 
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Figure 7 
PDP for RF or RG models 

  
 

Secondly, we use a more complex and accurate method named the shapley value or SHAP values (an 
acronym from SHapley Additive exPlanations). It is a concept that comes from the cooperative game 
theory, and is a method of calculating the importance of the EVs in a machine learning model that takes 
into account the effect of interactions between them. The idea is to compute the accuracy of the model 
with all possible combinations of features that do not include a particular EV and then add that EV and 
observe the changes produced in model accuracy, the sum of all the effects captured is the shapley value 
of this particular EV. Is the average marginal contribution of a feature value across all possible coalitions. 
This estimator seeks to show a fair distribution of the importance of the variables. To do this it fulfills the 
following properties: correctly captures the value of the original prediction; if two variables contribute 
the same in all coalitions of the model: their shapley effect is identical; the shapley value of a EV that does 
not alter the value of the prediction in any coalition is zero; if one EV increases the prediction more in one 
model than in another for all situations, its effect is greater on the first model. The results are presented 
in Figure 8, and again they show the importance of TFP_g and nICTKSERV_g in contributing to the RG of 
the different countries33, comparing with the erratic and poor performance of COP, for example. 

Figure 8 
SHAP values for RF or RG models 

  

  

 
33 Note, in particular, that these effects appear to be stronger when RG is observed (yellow dots). 
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Figure 8 
SHAP values for RF or RG models 

  
 

The third method is to work with the test data. In order to analyze the effect of a hypothetical change in 

one unit on each EV over the response variable, remaining the others constants, it is feasible to consider 

the difference between the predictions that arises from the new test data, that is, the data with the EV in 

question incremented in a unit 34, with those corresponding to the original prediction. 

1. To compare both predictions, a permutation test is performed for the mean35 (Wilcox, Rand R. 

2003). It is a question of measuring whether, for each period and for each EV, some statistically 

significant difference between the original predictions, and the ones that emerge with the afore 

mentioned change, can be detected. ¦ƴŘŜǊ ǘƘŜ ƴǳƭƭ ƘȅǇƻǘƘŜǎƛǎ ƻŦ άƴƻ ŘƛŦŦŜǊŜƴŎŜέΣ the tests 

estimate a "probability value" (p_value) to determine whether or not, the two distributions differ 

from each36 other. 

2. Afterwards, a resampling with replacement 37 technique (bootstraping) (Brownlee, Jason 2018) 

is applied to assess the probability that the change in the EV has positive or negative effect over 

the response variable38. To that end for each EV and each period, a 95% confidence interval (CI) 

for the difference in the mean of the two predictions, is constructed39.  

The table below, present the results of these estimates. There, it is possible to observe, again, that 

statistically significant variations in predictions are observed only in the case of TFP_g and nICTKSERV_g. 

In addition, as the results for the CI shows, the variations, in these two explanatory variables, are 

unanimously positive indicating that there is some evidence, that induces to argue, that an increase in 

one unit, separately in each of them and remaining the rest of the EVs constant, increases the likelihood 

of observing RG.  

 
Table 2 

Predictions Distribution for RF or RG models 

 COP L_g LQ_g ICTKSERV_g nICTKSERV_g TFP_g 

2013 

Perm. Test p_value 0.77 0.40 0.66 0.56 0.00 0.00 

CI Lower Bound 0.01 0.04 0.02 -0.03 0.38 0.22 

CI Upper Bound 0.01 0.05 0.02 -0.03 0.39 0.22 

 
34 Or one standard deviation in the case of transformed variables. 
35 With 10,000 sample permutations, without replacement. 
36 The p_value indicates the probability that, under the null hypothesis that both distributions (predictions) are in fact 

the same, it is possible to observe a value greater than or equal to that of the absolute difference in the mean of both 
predictions before the permutation test was made. Taking a reference value of 0.05 for the so-called type 1 error, 
which indicates the probability of rejecting the null hypothesis when in fact true, the values less than that number 
indicate that the null hypothesis could be rejected.  
37With 10,000 samples of repetitions with replacement. 
38 That is, whether or not an increase in the probability of observing RG is recorded. 
39 I.e., predictions with the new values of the explanatory variable minus the old ones, in all the bootstrap samples 
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Table 2 
Predictions Distribution for RF or RG models 

 COP L_g LQ_g ICTKSERV_g nICTKSERV_g TFP_g 

2014 

Perm. Test p_value 0.77 0.00 0.57 0.67 0.00 0.02 

CI Lower Bound -0.01 0.31 0.03 0.02 0.31 0.14 

CI Upper Bound -0.01 0.32 0.03 0.02 0.32 0.15 

2015 

Perm. Test p_value 0.45 0.07 0.32 0.66 0.00 0.00 

CI Lower Bound -0.04 0.11 0.05 0.02 0.30 0.32 

CI Upper Bound -0.03 0.11 0.05 0.02 0.30 0.32 

2016 

Perm. Test p_value 0.23 0.86 0.72 0.47 0.00 0.00 

CI Lower Bound -0.05 0.00 0.01 0.03 0.26 0.17 

CI Upper Bound -0.04 0.00 0.01 0.03 0.26 0.17 

2017 

Perm. Test p_value 0.35 0.74 0.06 0.21 0.00 0.00 

CI Lower Bound 0.05 0.01 0.10 0.07 0.28 0.32 

CI Upper Bound 0.05 0.01 0.10 0.07 0.28 0.32 

2018 

Perm. Test p_value 0.33 0.37 0.85 0.21 0.01 0.00 

CI Lower Bound -0.05 0.05 0.00 0.07 0.17 0.34 

CI Upper Bound -0.05 0.05 0.00 0.07 0.17 0.34 

 

Corroborating all these facts, in the following figure it is possible to observe the displacement of the 

density function40 that generates the resampling process of each of these EVs, when each of them is 

incremented in one unit remaining the others constants. 

Figure 9 
Changes in prediction ditribution 

for RF or RG models 

  

 
40 Attention to the resampling technique and the central limit theorem the resulting variables are distributed as 
normal. 


