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Abstract

This paper introduces a new decomposition of euro area headline inflation into 
core, cyclical and residual components. Our new core inflation measure, the struc-
tural core inflation rate, bears the interpretation of expected headline inflation, con-
ditional to medium to long-term demand and supply-side developments. It shows 
smoothness and trending properties, economic content, and forecasting ability for 
headline inflation and other available core inflation measures routinely used at the 
ECB for internal or external communication. Hence, it carries additional helpful 
information for policy-making decisions. Concerning recent developments, all the 
inflation components contributed to its post-pandemic upsurge. Since mid-2021, 
core inflation has been on a downward trend, landing at about 3% in 2022. Cyclical 
and residual inflation -associated with idiosyncratic supply chains, energy markets, 
and geopolitical tensions- are currently the major threats to price stability. While 
some cyclical stabilization is ongoing, a stagflation scenario cum weakening overall 
financial conditions might be lurking ahead. A pressing issue for ECB monetary 
policy will be to face -mostly supply-side- inflationary pressure without triggering 
a financial crisis.
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1 Introduction

One practical implication of central banks’ medium-term orientation and lags in the

transmission mechanism is that monetary policy should not react to transient headline

inflation developments. Moreover, within an inflation forecast targeting approach, a

central bank should adjust the policy instrument so that the inflation forecast is about

the inflation target (Svenson, 1997). This requires disentangling persistent or core (trend)

and non-persistent headline inflation movements.

Since the 1970s, various approaches to core inflation measurement have been proposed.

The seminal approach eliminates seasonal fluctuations and goods whose price fluctuations

are highly erratic, i.e., the Ex. Food & Energy inflation rate (Eckstein, 1981; Gordon,

1975; Blinder, 1982). Since the early 1990s, two new lines of research on core inflation

have developed, i.e., the cross-sectional approach of Bryan and Cecchetti (1994) and the

time-series approach of Quah and Vahey (1995). The former case estimates persistent

inflation by limited influence estimators, such as the trimmed mean and weighted median,

which are robust to extreme and erratic price movements and measure more accurately

the central tendency of the price change distribution than the mean. The latter case

relates persistent inflation with the medium- to long-term output-neutral shock -within

a bivariate SVAR model of output and inflation. Several other contributions have then

followed within these lines of research, such as the long-run inflation forecast (Bagliano

and Morana, 1999, 2003; Bagliano et al., 2002; see also Martens, 2016; Chan et al., 2018;

Hasenzagl et al., 2022; Kishor and Koenig, 2022), the common persistent component

in inflation and excess nominal money growth (Morana, 2002, 2007a), the Supercore

inflation rate (Fröhling and Lommatzsch, 2011; Ehrmann et al., 2018), the Persistent

and Common Component of Inflation (Cristadoro et al., 2005; Bańbura and Bobeica,

2020). See the Online Appendix for a detailed account of the literature.

In addition to various limited influence estimators and exclusion measures, the ECB

and other central banks use some latter measures as internal assessment tools. Relying on

multiple measures of core inflation in monitoring underlying headline inflation develop-

ments grants some robustness to monetary policy tuning against the uncertainty arising

from trend inflation unobservability. Understanding the origins of inflation is also essen-

tial in this respect. In the euro area, the pandemic shock was multi-dimensional (Nickel

et al., 2022). It involved supply restrictions triggered by lockdowns and containment

measures (negative aggregate supply shock), counteracted by a significant, expansionary

monetary and fiscal policy response (positive aggregate demand shock). Since February

2022, Russia’s war in Ukraine has strengthened supply-side inflationary pressure through

rising energy and non-energy commodity prices. How large has been the entrenchment

of inflationary pressure in the core inflation rate is an open question. Uncertainty about

the actual level of the underlying inflation rate appears to have increased in the most

recent period, as shown by the sizable divergence of the various internal ECB core in-

flation measures from the official ECB core inflation rate (see Figure 1). An accurate

assessment of future inflation dynamics is a “diagnostic challenge”. It requires a com-

prehensive macro-financial framework in light of the interconnections between economic

activity, financial conditions, and inflation dynamics (Lane, 2022).

Against this background, this paper investigates the drivers of euro area inflation

since its foundation in 1999, focusing on current developments. The analysis exploits an

innovative multivariate decomposition of headline inflation into a core or medium to long-

term component, a cyclical (non-core) short-term component, and a residual part related
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to other short-lived factors. Following Morana (2021), estimation and disentangling are

performed within a medium-scale euro area model, counting twenty-eight macro-financial

variables. It exploits a much more extensive information set than in previous small-

scale structural common trends models (Bagliano and Morana, 1999, 2003; Hasenzagl

et al., 2022). Also, differently from earlier contributions in the literature, it is agnostic

concerning the statistical properties of core inflation’s DGP, and, therefore, robust to

trend inflation specification.

The new core inflation measure, i.e., the structural core inflation rate (), bears

the interpretation of expected headline inflation, conditional to medium to long-term

demand and supply-side drivers of underlying inflation. Friedman’s insights from the

quantity theory of money and Eckstein’s insights about steady-state inflation and agents’

price inflation expectations yield its theoretical grounding. In light of its definition and

construction, it fits with the expected inflation rate component in a textbook Phillip’s

curve. By uncovering and disentangling underlying inflation economic drivers, the struc-

tural core inflation rate yields additional insights on the origins of headline inflation

valuable to policy analysis.

We find that  forecasts and acts as a trend for headline inflation and other

available ECB core inflation measures, such as the Supercore, the Persistent Common

Component of Inflation, the Trimmed Mean and Weighted Median, and the Ex-Food and

Energy inflation rate. Hence, it might be useful as an additional internal tool of inflation

analysis for monetary policy, carrying information on the origins of trend inflationary

pressure. Our measure of cyclical inflation also carries valuable information on expected

headline inflation, conditional to short-term demand and supply-side developments.

Within our decomposition framework, we can track the evolution of euro area infla-

tion since its inception. Concerning recent inflation developments, core inflation slightly

declined during the pandemic recession due to demand-side core inflation partially offset-

ting the disinflationary supply-side impulse. The offsetting continued in the post-recession

period as demand-side core inflation tamed the surge in the supply-side core part. The

core inflation rate has been downward since mid-2021, landing at 3% in 2022. Demand-

side factors largely accounted for the cyclical inflation contraction during the pandemic

recession and exercised an inflationary effect afterward. Cyclical supply-side factors con-

tributed to a prolonged disinflationary environment throughout early 2021 and reinflation

only after that. The cyclical and residual inflation components largely account for the

post-2020 inflation upsurge, and cyclical headline inflation appears to have lost momen-

tum. Differently, residual inflation is a constant source of inflationary pressure in the

euro area due to unfavorable supply chain and energy price developments and further

ongoing geopolitical tensions.

Notwithstanding the inflationary pressure, ECB monetary policy has successfully mit-

igated the rise in core inflation. Some cyclical stabilization might also be ongoing. Yet

cyclical and residual inflations remain the most prominent threats to price stability within

a likely scenario of weakening overall financial conditions and stagflation. A pressing is-

sue for ECB monetary policy will be to face -mostly supply-side- inflationary pressure

without triggering a financial crisis.

The paper is as follows. Sections 2 and 3 introduce the new core inflation measure

and its estimation strategy. Section 4 discusses the estimation results. Section 5 assesses

the properties of our new core inflation measure, while Section 6 discusses some policy

implications. Finally, in Section 7, we conclude. The Online Appendix reports additional

details concerning the literature review, the dataset, and the empirical results.
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2 The structural core inflation rate

Consider the following decomposition of headline inflation into a medium to long-term

or trend (core) component  , a short-term or cyclical (non-core) component  , and a

residual, non-systematic or shock component  , i.e.,

 =  +  +   (1)

The above decomposition is consistent with Eckstein (1981), where core inflation is de-

fined as “the rate that would occur on the economy’s long-term growth path, provided the

path were free of shocks ( = 0), and the state of demand were neutral in the sense that

markets were in long-run equilibrium ( = 0)”. Under the above conditions,  =  ,

i.e., core inflation measures the steady-state rate of inflation. In Eckstein’s theory core

inflation reflects “those price increases made necessary by the increases in the trend costs

of the inputs to production.” (Eckstein, p. 8), which, in turn, depend on the long-term

inflation expectations embodied in nominal interest rates and equity yields, and under-

lying wage claims. Hence,  = (), where  (·) is a real-valued, monotonic increasing
function of the expected inflation rate  .

The decomposition in (1) can be contrasted with the augmented Phillips curve equa-

tion

 =  +  +  (2)

where the expected inflation rate  accounts for inflation persistence,  is the

demand-pull, cyclical inflation component, and  is the cost-push, supply-side compo-

nent. In the steady-state we expect

 =  =  = ∗ =   (3)

where ∗ is the medium to long-term central bank’s objective, and therefore tied to

monetary inflation dynamics ( ). Hence, in the steady-state equilibrium, expectations

are fulfilled, output is at potential, and there are no shocks. It follows that the inflation

rate is equal to its expected and core value, equal to the value targeted by the central

bank, and equal to the monetary inflation rate, also consistent with Friedman (1969,

p. 171)’s quantity theory view, where the general inflation trend is the price change

originating from monetary disturbances.

Our measure of core inflation, i.e., the structural core inflation rate, allows for devi-

ations of the monetary inflation rate ( , central banks’ generated inflation) from the

monetary policy inflation target ∗ . This is functional to account for the entrenching of
persistent supply-side inflation, originating from the structural forces related to globaliza-

tion -that has been the Great Moderation’s chief driver. It is also functional to allow for

the entrenching of persistent inflation originating from fiscal policy (

 ) along the lines

recently formalized by Cochrane (2022). Accordingly, fiscal inflation is generated when

public debt exceeds the amount people expect will be repaid in the future, and therefore

it will be either defaulted or inflated away. The attempt to get rid of this debt through

trading it for other assets or goods and services turns into excess demand and inflation.

Hence, concerning (2), we decompose the supply-side component into two parts, i.e.,

 =  + , reflecting short-term () and medium to long-term () supply-side

contributions. Moreover, we account for both monetary ( ) and fiscal (

 ) sources of

demand-side trend inflation (

 =  +


 ), and add a residual component (), re-

flecting a non-systematic inflation component subsuming disturbances of various origins,
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i.e., geopolitical, supply-chains, energy inputs, weather-related, etc., affecting relative

price changes, yielding

 =  + 

 +  +  +  +  

= (

 + ) + ( + ) +  

=  +  +   (4)

where

 = [|] = 

 +  (5)

and  is the information set reflecting medium to long-term macro-financial condi-

tions, which are expected to be informative about the structural drivers of the inflation

trend, i.e., the monetary, fiscal, and supply-side components;

 = [|] =  +  (6)

and  is the information set reflecting short-term macro-financial conditions, which

are expected to be informative about the structural drivers of cyclical inflation, i.e., its

demand and supply-side components;

 =  −[|]−[|] (7)

that is, the residual, unexpected, or shock inflation component.

Hence, structural forces, such as the disinflationary contribution of the globalization

of products (supply chains), labor, financial markets, and potential fiscal inflation, are

accounted for. Monetary inflation is also accounted for, modulating the entrenching of

persistent fiscal and supply-side developments in the core rate. Cyclical inflation also

accounts for demand-pull and supply-side drivers. Its demand-pull component reflects

the contribution of short-term aggregate demand pressures. Its supply-side part reflects

short-term firms’ production decisions triggered by cyclical profitability fluctuations, as

determined, among other factors, by systematic developments in energy, transport, and

labor costs affecting firms’ marginal costs. Non-systematic inflationary pressure stem-

ming from geopolitical, climatic, or other factors market disruption is finally accounted

for by the residual component. Within our context, the pass-through from cyclical to core

inflation might be further allowed through the non-orthogonality of the core and non-core

parts. Yet even under their orthogonality, persistent fiscal and supply-side changes are

already entrenched in the core rate, as they are explicitly included in the measure of

core inflation. Jarocinski and Lenza (2018), Bobeica and Jarocinski (2019), and Ball

and Mazumder (2021) show that an adequately specified Phillips curve can account for

inflation or core inflation developments in the euro area, providing support to our mod-

eling of inflationary pressure. Yet, as shown below, our econometric modeling of the

inflation trend differs from previous literature contributions. Following Morana (2021),

we estimate the core inflation measure within a model of twenty-eight macroeconomic

and financial variables. This is a major improvement relative to small-scale structural

common trend models (Bagliano et al., 2002; Hasenzagl et al., 2022). This data-rich mod-

eling framework grants information content and decomposition accuracy, allowing for a

dissection of headline and core inflation into parts with clear-cut economic interpretation.

Moreover, our trend inflation definition is not grounded on the statistical knowledge of its

DGP but, similar in spirit to Hodrick and Prescott (1997), on stylized facts concerning

the sources of macroeconomic and financial fluctuations. This grants robustness to trend

specification to our core inflation measure. Supportive Monte Carlo results are reported

in Morana (2021).
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3 Econometric methodology

Following Morana (2021), consider the vector of  weakly stationary or trend stationary

macroeconomic and financial variables of interest {y}, characterized by common medium
to long-term and short-term fluctuations. A multivariate  - decomposition can

then be written as

y = n + a (8)

where n is the ( × 1) vector of medium to long-term ( ) components, and a is

the ( × 1) zero-mean vector of the short-term ( ) components. The vectors n and

a are assumed to be orthogonal. The decomposition is implemented by means of a two-

step procedure, based on sequential univariate  - decompositions and principal

components analysis.

3.1 First step: univariate MLT-ST decomposition

Consider the generic  element in the vector y, i.e., ,  = 1   . The generic

univariate decomposition is then

 =  +  (9)

where {} ≡ {(v∗ )} and {} are the generic and  components, respectively,

assumed to be orthogonal. It is assumed that {} is zero mean and orthogonal to {}.
Moreover, the real valued function (·) is

(v∗ ) = 0 + 1+ (x∗ ) (10)

where (x∗ ) is the trigonometric polynomial

(x∗ ) =

∗X
=1

 sin(2



) +  cos(2




) +

X
=1

∗X
=1

 sin(2

X

=1
X

=1


) +  cos(2

X

=1
X

=1


) (11)

v∗ =
£
1  1 · · · 

¤0
is a (+ 2) × 1 vector; the conditioning variables ,

 = 1 , are weakly stationary variables with
X

=1
 6= 0; 0, 1, , , ,

 are parameters. The  component then bears the interpretation of conditional

expectation for the series , i.e.,  =  [|v∗ ].
Hence, in our context, we assume that the medium to long-term component or trend

function DGP is unknown. Based on (a special case of) the Weierstrass Approximation

Theorem, we then approximate this unknown function using a trigonometric polynomial

specification, whose order ∗ is set according to stylized facts concerning economic fluc-
tuations, similar in spirit to Hodrick and Prescott (1997). Empirically, financial cycles

in developed countries show a typical periodicity of fifteen to twenty years, lasting much

longer than business cycle episodes, whose historical duration has not exceeded eight or

ten years in most countries (Borio, 2014; Borio et al., 2019; Beaudry et al., 2020). Hence,

the index ∗ is set to a value such that the  component shows fluctuations with
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periodicity  ∗ consistent with the financial cycle and therefore longer than business cycle
episodes, i.e., ∗ =  ∗ . On the other hand, business cycle fluctuations are accounted
by the  component, as  =  − , and  [|v∗ ] = 0.

3.1.1 Empirical implementation

Empirically, the decomposition for the generic  element in the vector y is implemented

through OLS estimation of the regression model

 = 0 + 1+

∗X
=1

 sin(2



) +  cos(2




) +

X
=1

∗X
=1

 sin(2

X

=1
X

=1


) +  cos(2

X

=1
X

=1


) +  (12)

where  = 1   ,  is i.i.d. with zero mean, variance 
2, and finite fourth moment,

and the regressors ,  = 1 , are weakly stationary processes. Under the above

conditions, OLS estimation of the model in (12) is consistent and asymptotically normal

(Morana, 2021; Hamilton, 1994; ch. 16).

Model selection can be implemented within a general to specific reduction approach,

using Newey-West standard errors in case of nonspherical residuals, even through an

autometrics procedure (Castle et al., 2021), as, for instance, available in the OxMetrics

9 package. We then have

 = ̂ + ̂ (13)

where ̂ ≡ ̂, i.e., the fitted component from the OLS regression in (12), and ̂ ≡ ̂,

i.e., the estimated residual component. The algebra of OLS ensures that the two estimated

components are orthogonal by construction. Proceeding sequentially, i.e., series by series,

we obtain the multivariate decomposition

y = n̂ + â (14)

where the ( × 1) vectors n̂ and â contain the estimated  and  components,

respectively.

3.2 Second step: commonMLT and ST components estimation

In the second step, the common medium to long-term and short-term components are

computed using Principal Components Analysis (PCA) implemented on each set of es-

timated univariate components. At this stage, we assume that the n̂ components are

also zero-mean weakly-stationary or suitably transformed to be made zero-mean weakly

stationary.

We have

f̂n = D̂
−12
n Q̂0

nn̂ (15)

the ×1 vector of the common factors, as estimated by the  standardized principal

components for the series, where D̂n =
n
̂n1 ̂n2  ̂n

o
is the ×  diagonal

matrix of the non-zero ordered eigenvalues of the sample variance-covariance matrix of

8



the  processes Σ̂n (rank   ), Q̂n is  ×  matrix of the associated orthogonal

eigenvectors. Moreover,

f̂a = D̂
−12
a Q̂0

aâ (16)

the × 1 vector of the common  factors, as estimated by the  standardized principal
components of the  series, where D̂a =

n
̂a1 ̂a2  ̂a

o
is the  ×  diagonal

matrix of the non-zero ordered eigenvalues of the sample variance-covariance matrix of

the  processes Σ̂a (rank   ), Q̂a is  ×  matrix of the associated orthogonal

eigenvectors. A conjecture of 
n√


√

o
consistency and asymptotic normality of

the PC estimator of the common factors f̂ =
£
f̂ 0n f̂ 0a

¤0
for the space spanned by the

latent factors, based on Bai (2003) and the consistent estimation of the  and 

components, is discussed in Appendix 1.

3.2.1 An economic interpretation of the common factors

Once the common  (̂fn) and  (̂fa) factors are estimated, the PC-regression

model can be set up

y − μ̂ = Θ0
nf̂n +Θ0

af̂a + ε (17)

where μ̂ is the  × 1 vector of estimated deterministic components, or simply the  × 1
sample mean vector for y under weak stationarity (μ̂ ≡ μ̂), Θ0

n and Θ0
a are  × 

and  ×  common factor loading matrices, ε is i.i.d. with zero mean vector and Σ

variance-covariance matrix. The PC-regression in (17) can then be estimated by

y − μ̂ = Θ̂0
nf̂n + Θ̂0

af̂a + ε̂ (18)

where Θ̂0
n is the estimated× common factor loading matrix, Θ̂0

a is the estimated

 ×  common  factor loading matrix, ε̂ = y− μ̂− Θ̂0
nf̂n− Θ̂0

af̂a is a  ×1 vector
of overall idiosyncratic components. Estimation of the common factor loading matrices is

performed by OLS, i.e., through the orthogonal projection of (the detrended or demeaned)

y on f̂n and f̂a. Hence, consider the (+ )× 1 vector f

f̂ =

∙
f̂n

f̂a

¸


the  × ( + ) factor loading matrices estimator Θ̂0=
£
Θ̂0
n Θ̂0

a

¤
is

Θ̂0 =

"
X
=1

yf̂
0


#"
X
=1

f̂f̂
0


#−1
(19)

and

Σ̂ =
1



X
=1

ε̂ε̂
0
 (20)

Under the general conditions in Bai (2003) and Bai and Ng (2006), it can be conjec-

tured that the OLS estimator in (19) is
√
 consistent and asymptotically normal (see

Appendix 1). In the case of non-spherical residuals, inference on the estimated loadings

can be made using Newey-West HACSE. An economic interpretation of the principal

components extracted from the set of estimated  and  components can be pro-

vided by means of their factor loadings Θ̂ and the proportion of variance of the actual

series they account for. See Appendix 2 for further details.
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3.3 Measuring core, cyclical, and residual inflation

Following the above-detailed procedure, headline inflation () is decomposed into three

orthogonal components, i.e., core or medium to long-term inflation (), cyclical or short-

term inflation ( ), and residual inflation (). The decomposition can be performed

through OLS estimation of the PC-regression

 =  +

X
=1

̂n +

+X
=+1

̂a +  (21)

where  is i.i.d. with zero mean, variance 
2, and finite fourth moment.

Then, the core inflation component is

 ≡ 
h
 |̂fn

i
= ̂ +

X
=1

̂̂n (22)

and bears the interpretation of conditional expectation for headline inflation, where the

information set includes the components in the f̂n vector informative on medium to

long-term demand-side (monetary and fiscal) and supply-side inflation.

The cyclical inflation component is

 ≡ 
h
( − ̂) |̂fa

i
=

+X
=+1

̂̂a (23)

and bears the interpretation of conditional expectation for (demeaned) headline inflation,

where the information set includes the components in the f̂a vector informative on short-

term demand-side and supply-side inflation.

The residual inflation component is

 ≡  −
h
 |̂fn f̂a

i
≡  −

Ã
̂ +

X
=1

̂̂n +

+X
=+1

̂̂a

!
(24)

and bears the interpretation of unexpected inflation, yielding a measure of non-systematic

inflation developments.

4 Empirical results

The dataset consists of twenty-eight monthly time series for the euro area over the period

1999:1-2022:8. The data extensively covers real, nominal, and financial conditions. See

Table 1 for the list of variables and the Online Appendix for details about data definitions

and construction. In light of the scope of the analysis, the polynomial specifications used

for the first-step sequential univariate decompositions only include the linear time trend

() and the -coin GDP growth rate (1 ≡ ;  = 1). Moreover, given the sample

size available, the maximum order of the trigonometric expansion is ∗ = 2, to yield

 components associated with GDP growth fluctuations with periodicity large than
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ten years. Hence, the econometric specification in (12) is

 = 0 + 1+

2X
=1

 sin(2



) +  cos(2




) +

2X
=1

1 sin(2

X

=1
1X

=1
1

) + 1 cos(2

X

=1
1X

=1
1

) +  (25)

for any series but the -coin GDP growth rate, for which 1 = 1 = 0 for any , to

avoid the inclusion of its contemporaneous trigonometric transforms in the set of condi-

tioning regressors. The final econometric models obtained through a general to specific

reduction strategy and OLS estimation are reported in Table A1, Panels A-C in the On-

line Appendix. In the same Table we also report the KPSS stationarity tests for the

actual variables and estimated residuals. The final econometric models are rather par-

simonious, but in all cases, apart from the credit gap, various -coin GDP growth rate
transforms are retained, consistent with the association of the estimated  compo-

nents with low-frequency GDP fluctuations, i.e., with periodicity larger than ten years.

The residual estimated  components are then associated with relatively higher fre-

quency fluctuations, with periodicity up to ten years. The decomposition is successful

in all cases as weak stationarity is always detected in the short-term components. The

 - decomposition for the various series is reported in Figures A1-A7 in the Online

Appendix.

The estimated and  components are then employed in the second-step Prin-

cipal Components Analysis (PCA). Concerning the inflation rate, excess nominal money

growth rate, and real short and long-term interest rates components, their changes,

rather than levels, are employed in the analysis. The latter transformation raises their

average (absolute) pairwise correlation and should make extracting their monetary policy

common component more accurate.1 This transformation is also economically meaningful

as it delivers the monthly variation in the series of interest. PCA results are reported

in Table A2 in the Online Appendix. In particular, in Panels A and B, we report the

sample eigenvalues and the proportion of total variance accounted for by each principal

component for the  and  components, respectively; in Panel C we report the

associated sample eigenvectors (D̂
−12
n Q̂0

n and D̂
−12
a Q̂0

a). As shown in the Table, in light

of the proportion of total variance accounted for by each principal component, we report

results for the first four PCs only, which cumulatively accounts for over 60% of total

variance for both sets of series (70% for the  series; 63% for the  series). The

first principal component (n1 = Q̂0
n1
n̂; a1 = Q̂0

a1
â) alone accounts for about

30% of total variance; the second and third components account for additional 17% and

12% of variance for both sets of series. The fourth component accounts for 11% (7%) of

 ( ) total variance. In light of the small proportion of accounted total variance,

we neglect the remaining higher-order principal components. Finally, in Table 2, Panels

A-B, we also report the estimated signal-to-noise ratio from local trend model U.C. mod-

els for the selected common  and  components, to assess the empirical relevance

of PC’s measurement error (see Appendix 1).2 As the estimated inverse signal-to-noise

1The impact is particularly sizable on the correlations between the inflation rate and the overnight

(+0.27) and long-term (+0.55) real interest rates (not reported).
2Only for n4, we also include an unobserved AR-2 component. Detailed results are available upon

request.
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ratio is zero or virtually zero for all the estimated PCs, we can then neglect it and expect

standard asymptotic theory to allow for valid inference in the PC-regression analysis.

4.1 PCs economic interpretation and information content

We base the economic interpretation of the selected common factors on the results of the

PC regressions, which yield information on the mean impact (Θ̂ in (19); Table A3 in

the Online Appendix) and the proportion of accounted variance (Table A4 in the Online

Appendix) for each variable by any common factor (̂fn, f̂a). The estimated coefficients

in Θ̂ should be interpreted in terms of loadings, providing information about how each

variable behaves along the scenario described by each common factor. Similar informa-

tion follows from the PCs’composition, i.e., the sample eigenvectors (Table A2, Panel C).

The general interpretation we provide to the principal components is in terms of stylized

facts describing macro-financial interactions in the eurozone. Stylized facts are empirical

regularities that have persistently shaped the macroeconomic and financial environment

since the inception of the euro area and concern the joint evolution of subsets of vari-

ables. The financial and business cycles are exemplifications of the features. Still, others

can be envisaged in light of the prevailing macroeconomic regime in the sample, i.e., the

Great Moderation. The Great Moderation was the joint outcome of improved economic

policy management and favorable supply-side shocks (globalization), increasing potential

growth and reducing production costs. Apart from globalization forces, economic pol-

icy, particularly monetary policy, was challenged to maintain macro-financial stability in

the face of a sequence of episodes of financial instability that have dragged on from the

late 1990s, hitting housing, commodity, stock, and sovereign bond markets and culmi-

nating with the Great Recession and the sovereign debt crisis in the euro area (Bagliano

and Morana, 2017). We find that f̂n1 convey information on macro-financial interactions

associated with the financial cycle, and f̂a1 and f̂a2 with the business cycle, about its

demand and supply-side determinants. f̂n2 convey information on medium to long-term

supply-side developments, and f̂n3 and f̂n4 on medium to long-term fiscal and monetary

policy management, respectively. Finally, f̂a3 , f̂a4 yield information on short-term finan-

cial developments. In the Online Appendix, we report a comprehensive account of the

economic interpretation of the selected PCs (see also Figures A8 and A9). In light of the

scope of the paper, below we focus on those stylized facts most informative to account

for inflation variability historically, i.e., f̂n2, f̂n3, f̂n4 , f̂a1, and f̂a2 . Without loss of general-

ity, in what follows, we consider -̂fn2,-̂fn3 , and -̂fa2 to ease their economic interpretation.

The transformation is immaterial concerning the estimation of the common components,

implying the sign inversion of the associated loadings. We plot the selected principal

components in Figure 2. The plots also include details about the timing of recessions

and financial distress episodes since the early 2000s. In the plots, light grey shaded areas

refer to periods of financial stress and Russia’s war in Ukraine; dark grey shaded areas

to recessions.

4.1.1 Supply-side medium to long-term disinflationary pressure

−f̂n2 is informative on the medium to long-term disinflationary trend induced in advanced
countries by globalization since the 1980s and the concurrent Great Moderation regime.

A reversal of these favorable supply-side developments can be read in terms of a persistent

increase in −f̂n2 . Coherently, −f̂n2 loads positively the global supply-chain pressure index
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and accounts for 50% of its variance. It also loads positively real energy prices and the

inflation rate, and accounts for 13% of their variance (Tables A3 and A4). As shown in

Figure 2 (first plot), −f̂n2 has been on a downward/disinflationary trend during all three
recessions in the sample. Noticeable is its persistent upward drift in the post-pandemic

recession period and its stabilization at levels never experienced since the inception of the

euro area. It is early to establish whether this is the first manifestation of a new macro-

economic regime unfolding ahead, showing high inflation and slow growth (Goodhart

and Pradhan, 2022; Spence, 2022) or even -a Great- stagflation, as recently argued by

Roubini (2002a,b). However, most favorable supply-side developments during the Great

Moderation are at risk of undoing due to demographic factors and de-globalization forces

reducing international trade and technological, capital, and migratory flows. The green

transition might generate further pressures on energy prices, while persistent environ-

mental degradation might negatively affect agricultural production. Empirically, −f̂n2
in our sample is output-neutral. Yet, as shown by Borio (2022), high and low inflation

regimes are very different, notably in their self-reinforcing property, through their impact

on wage and price settings. In a high-inflation regime, the likelihood of wage-price spirals

increases, as the risk of deanchoring agents’ expectations and undermining central bank

credibility. The 1970s and 1980s stagflation exemplify the above threats (Blinder, 1982).

4.1.2 Economic policy in the medium to long-term

−f̂n3 and f̂n4 are informative on medium to long-term fiscal and monetary policy, respec-
tively. Both policies are countercyclical. An increase in −f̂n3 , i.e., a fiscal expansion,
concurrent with monetary accommodation, contrasts a deterioration in real activity and

labor market conditions improving financial markets and economic sentiments. An in-

crease in f̂n4, i.e., a monetary contraction, concurrent with a fiscal contraction, contrasts

an inflationary output expansion within a context of abundant liquidity, appreciating

housing prices, and destabilizing financial conditions, improving economic sentiments (see

Table A3 for supportive evidence). Coherently, as shown in Table A4, f̂n3 is the largest

contributor to fiscal deficit to GDP ratio variance (25%). It accounts for 5% of output

and inflation variance. f̂n4 is the largest contributor to real interest rates (37%-50%),

current account (55%), and credit (29%) variances. It accounts for 2%-3% of output and

inflation variance. As shown in Figure 2 (second and third plot), euro area fiscal and

monetary policies were countercyclical in all three recessions in the sample. The fiscal

expansion is noticeably shallower during the sovereign debt crisis than the other crises

in the sample. A regime change can be noted in ECB monetary policy, separated by the

sovereign debt crisis. A relatively tighter monetary stance characterizes the first regime,

while the second regime is looser (zero lower bound and Q.E. policy). The transition

between the two regimes was smooth; it started during the late phase of the Great Re-

cession and ended during the sovereign debt recession. The monetary policy response

was countercyclical on these occasions. The upper spike during the pandemic recession

likely signals the increase in the real interest rate determined by the temporary deflation

at the zero lower bound. On this occasion, ECB monetary policy was countercyclical

by introducing a new round of Q.E., i.e., the Pandemic Emergency Purchase Program

(PEPP).
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4.1.3 Macro-financial interactions over the business cycle

f̂a1 and −f̂a2 convey information about the business cycle concerning its demand-side and
supply-side drivers, respectively. During the building-up phase of the business cycle, out-

put and employment expand, financial assets appreciate, the economic outlook improves,

and countercyclical economic policy fosters macro and financial stability. Moreover, a

demand-side expansion would pull inflation upward, while a supply-side expansion would

push inflation downward. A typical worsening in short-term, cyclical conditions, i.e., the

contractionary phase of the business cycle, would be characterized by opposite dynamics

to those described above (see Table A3 for supportive evidence). As shown in Table A4,

f̂a1 and f̂a2 jointly account for about 40% of output and inflation variances and 76% of

stock returns variance. Yet, f̂a1 impacts relatively more on inflation than output and

stock returns (35% vs. 14% and 16%), and the other way around for f̂a2 (9% vs. 26%

and 60%). f̂a1 and −f̂a2 are plotted in Figure 2 (fourth and fifth plot). As shown in the
plots, demand and supply-side factors contributed to the depth of all three recessions

in the sample, i.e., the Great Recession and the recessions associated with the sovereign

debt crisis and the pandemic. Noticeable is the negative correlation between the two

components since May 2021, pointing to persistent demand-side pressure in the face of

deteriorating supply-side conditions.

5 Structural core inflation developments for the euro

area

The estimation results for the headline inflation PC regression in (21) are reported in

Table 2. To control for the impact of outlying observations and further investigate the

source of idiosyncratic inflation, we run a general to specific regression analysis using

an autometrics procedure (Castle et al., 2021). This allows for the endogenous selection

of impulse dummy variables while considering all the estimated PCs extracted from the

 and  components, and not only the selected common components. As shown in

Table 2 (column 1), three impulse dummies are selected, controlling for the large inflation

realizations at the end of the sample, i.e., June, July, and August 2022. Moreover, two

idiosyncratic PCs can be retained, i.e., f̂n7 and f̂n9 (column 2). The augmented regres-

sion accounts for about 96% of headline inflation variability. Table 2 reports additional

candidate inflation regressions obtained from a second-round reduction analysis. At this

stage, we aim to remove from the specification sequentially those PCs not statistically

significant (̂fn1, f̂a4) or accounting only for a minor proportion of inflation variance (1%;

f̂a3). The accounted variance is virtually unchanged (columns 3 and 4). As a final step,

we omit from the inflation equation the impulse dummy variables. As shown in Table

2 (column 5), the coefficient of determination is virtually unchanged, therefore suggest-

ing that the additional idiosyncratic factors f̂n7 and f̂n9 contain sufficient information

about the inflationary developments at the end of the sample to make the impulse dum-

mies redundant. In particular, f̂n9 accounts for about 10% of inflation variance; it also

accounts for 8% of the variance for real energy prices and the supply chain pressure index

(not reported), impacting both variables (and inflation) positively. Hence, it is related to

idiosyncratic real energy prices and supply-chain developments, likely to carry relevant

information on the most recent inflationary pressure. On the other hand, f̂n7 is infor-

mative about output and inflation during the largest recessions in the sample, i.e., the
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Great Recession and the pandemic recession. It accounts for about 4% of inflation vari-

ance and 6% of output variance and impacts both variables negatively. Coherently, the

omission of the idiosyncratic factors leads to a strong information loss, as the coefficient

of determination falls to 0.82 (column 6).

In light of the auxiliary regression results and the information content of the estimated

common factors, consistent with the theoretical setting, headline inflation is decomposed

into three components, core inflation, non-core or cyclical inflation, and residual inflation.

According to their definition in (22), (23), and (24), we then have

 ≡ 
h
|̂n2 ̂n4 ̂n3

i
= ̂ + ̂1̂n2 + ̂2̂n3 + ̂3̂n4 (26)

where core inflation () measures the expected headline inflation rate conditional to

the macro-financial information set subsumed by its medium to long-term supply-side

(̂fn2) and demand-side (̂fn3 f̂n4) components, respectively. We name the above measure

structural core inflation ().

Moreover,

 ≡ 
h
( − ̂) |̂a1 ̂a2

i
= ̂4̂a1 + ̂5̂a2 (27)

where cyclical inflation ( ) measures the expected (demeaned) headline inflation con-

ditional to the macro-financial information set subsumed by its short-term demand-side

(̂fa1) and supply-side (̂fa2) components, respectively. Finally,

 ≡  −
h
|̂n2 ̂n3 ̂n4 ̂a1 ̂a2

i
≡  −

³
̂ + ̂1̂n2 + ̂2̂n3 + ̂3̂n4 + ̂4̂a1 + ̂5̂a2

´
≡ ̂6̂n7 + ̂7̂n9 + ̂

≡  + ̂ (28)

where residual inflation () measures the unexpected inflation rate, given the infor-

mation set composed by the common  and  factors. The latter is the inflation

rate shock , accounting for major idiosyncratic demand (̂fn7) and supply-side

(̂fn9) tensions in the sample considered and further unaccounted inflationary pressures

̂, as also likely originated by Russia’s war in Ukraine. In this respect,  is, on

average, about 1.4% from September 2021 through August 2022 and 2% from March

through August 2022, while figures for ̂ are 0% and 0.3% (not reported).

As the PCA involves some transformed  variables, the orthogonality of the

various components is not granted by construction. Sample correlations show that  and

 are near orthogonal (the correlation coefficient is 0.09 and not statistically different

from zero at the 5% level); moreover,  and  are fully orthogonal. Hence, in our

context, no entrenching of demand and supply-side cyclical and residual inflations into

core inflation is measured, consistent with our equilibrium/steady-state interpretation of

core inflation. The core rate is determined by those trend supply-side and demand-side

developments implicitly accommodated by monetary policy. On the other hand, some

weak correlation can be found between  and , i.e., 0.28, while both components

are orthogonal to ̂. This finding is not surprising given the information content of

.

Figure 3 plots the historical decomposition of headline inflation into its core (), non-

core (cyclical;  ), and residual ( and ̂) components. For graphical convenience,
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we truncate the vertical axis in the center plot at a maximum of 3.5%. The top plot

in Figure 3 shows that the proposed structural core inflation measure is much smoother

than headline inflation, well-tracking its underlying evolution. Our core inflation has been

close to the 2% ECB reference value from 1999 through 2011. A persistent decline in core

inflation occurred during the sovereign debt crisis recession and the associated recovery,

down to about 0.6%. Starting in August 2015, likely due to the Q.E. policy initiated

by the ECB in January 2015 and terminated in 2018, an upward trend can be noted in

core inflation, achieving its 2% reference value by the end of 2019. While core inflation

only weakly contracted during the pandemic recession, it rose much more sizably during

the economic recovery through March 2021 (3.8%), to decline after that throughout the

sample’s end. The core inflation point estimate for August 2022 (the end of our sample)

is 3.1%, with a regression standard error of 0.3% (not reported).

The decomposition also sheds light on two puzzles debated in the literature concerning

“missing disinflation” during the Great Recession and “missing inflation” in its recovery

phase (Bobeica and Jarocinski, 2019). As shown in the center and bottom plots in

Figure 3, residual inflation was the key driver of “excess inflation” during the early phase

of the Great Recession. In contrast, cyclical inflation played a minor role. Then, cyclical

inflation was the critical driver of reinflation during the recovery from the Great Recession

through the beginning of the sovereign debt recession in 2011, while residual inflation was

disinflationary over the same period. On the other hand, cyclical (and trend) weakness

appears to be the most significant determinant of low inflation during the recovery from

the sovereign debt recession through the end of 2015. Finally, cyclical inflation was the key

driver of the disinflation during the pandemic recession, while both cyclical and residual

components yielded a sizable contribution to the post-pandemic burst. Point estimates for

August 2022 are 3.2% and 2.8%, for cyclical and residual inflation respectively. Overall,

cyclical inflation well tracks the disinflation during the three recessions in the sample

and the reinflation during their recovery phase, but for the recovery from the sovereign

debt crisis. Hence, we do not detect missing disinflation for any of the recessions in the

sample. Moreover, we do not detect missing inflation during the recovery from the Great

Recession and the pandemic recession. Yet, we find some missing inflation during the

recovery from the sovereign debt recession.

5.1 Structural core inflation properties

A core inflation measure should display some desirable properties (Bryan and Cecchetti,

1994; Wynne, 2009). First, the estimated core inflation series should act as a trend for

headline inflation, showing lower variability and higher persistence. Second, it should

possess forecasting power for headline inflation. Third, it should possess theoretical

grounding and economic interpretability. Fourth, it should be robust to sample updating

to act as an external information source. This latter property is not met by measures

obtained from econometric procedures, for which new observations may entail changes in

past core inflation figures, making them more of an internal tool of inflation analysis for

monetary policy than a source for external communication.

5.1.1 Trend and smoothness properties

In Table 3, we report descriptive statistics for the structural core inflation rate (), the

headline HICP inflation rate (HICP), and the Ex-Food and Energy HICP inflation rate
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(EXFE). For comparison, we also report descriptive statistics for various available core

inflation measures routinely used at the ECB for internal evaluation, i.e., the Supercore

(SUP), the Persistent and Common Component of Inflation (PCC), the Persistent and

Common Component of Inflation computed using EXFE (PCC2), the Trimmed Mean

inflation rate with 10% and 30% symmetric trimming (TR10, TR30), the Weighted Me-

dian inflation rate (WMED). The latter core inflation measures are available from the

ECB Statics Warehouse. As shown in Panel A, all the core inflation measures are siz-

ably smoother than the headline inflation rate. The  volatility is about half of the

volatility of the headline inflation rate, similar to SUP, PCC, TR30, and WMED. EXFE

and PCC2 are even smoother, while TR10 is the most volatile core inflation rate. The

same results hold for the core inflation measures in changes. Yet in this latter case, the

 volatility is just about a third of the volatility of the headline inflation rate and

about half of the volatility of the other core measures, apart from PCC2.

All the core inflation measures are positively correlated with headline inflation and

between them. The sample correlation coefficients for all series but  are in the

range [0.85-0.96]; on the other hand, the correlation coefficient of the various series with

 is lower, in the range [0.46-0.61], suggesting that  might contain additional

information on trend inflation dynamics relative to the other measures. This finding is

even more evident from the correlation coefficients computed for the series in differences.

The headline inflation correlation with  is only 0.09, while for the other core measures

is in the range [0.40-0.66].

5.1.2 Forecasting properties

The forecasting power of our core inflation measure is theoretically warranted by its

definition in terms of conditional headline inflation expectation, given relevant informa-

tion on medium to long-term demand-side and supply-side developments. We assess this

property in-sample and out-of-sample. A first exercise requires estimating a bivariate

error correction model, including the actual headline and core inflation rates. Within

this context, we assess both Granger-causality and error-correction properties. Ideally,

headline inflation should be Granger-caused by core inflation and correct its gap relative

to the core rate, i.e., it should mean-revert toward the core inflation rate. Moreover,

the core inflation rate should neither be Granger-caused by headline inflation nor error-

correcting. This outcome would suggest the usefulness of the core inflation measure for

headline inflation forecasting, pointing to the information sufficiency of the core infla-

tion measure relative to the non-core inflation component (Freeman, 1998). Moreover,

it implies no pass-through of cyclical inflation into core inflation, consistent with an

equilibrium/steady-state interpretation of core inflation.

Hence, the model is

∆ = 1 +

X
=1

1∆− +
X

=1

1∆− + 1
¡
−1 − −1

¢
+ 1

∆ = 2 +

X
=1

2∆− +
X

=1

2∆− + 2
¡
−1 − −1

¢
+ 2 (29)

and the relevant hypotheses to be tested are

i) headline inflation is not Granger-caused by core inflation 0 : 11 = 12 =  =

1 = 0 vs. 1 : 0 is false;
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ii) headline inflation is not error-correcting relative to core inflation ( is weakly

exogenous) 0 : 1 = 0 vs. 1 : 0 is false;

iii) headline inflation is neither Granger-caused by core inflation nor error-correcting

( is strongly exogenous) 0 : 11 = 12 =  = 1 = 1 = 0 vs. 1 : 0 is false.

Moreover,

iv) core inflation is not Granger-caused by headline inflation 0 : 21 = 22 =  =

2 = 0 vs. 1 : 0 is false;

v) core inflation is not error-correcting relative to headline inflation ( is weakly

exogenous) 0 : 2 = 0 vs. 1 : 0 is false;

vi) core inflation is neither Granger-caused by headline inflation nor error-correcting

( is strongly exogenous) 0 : 21 = 22 =  = 2 = 2 = 0 vs. 1 : 0 is false.

A desirable core inflation measure would show rejection of the null hypothesis in )

through ) and non-rejection of the null hypothesis in ) through ). We perform

the same tests also to assess the  excess information relative to the other core in-

flation measures. Concerning the ECM model in (29), the headline inflation variable

 is then replaced by an alternative core inflation measure to . In this context,

we would expect  to Granger-cause the other core inflation measures and not show

error-correcting properties, i.e., to show strong exogeneity, while the other measures are

Granger-caused and error-correcting relative to 

We report the results of the Granger-causality tests, using  = 12, i.e., allowing

one-year adjustment dynamics, in Table 4. In Panel A, we report the results of the joint

hypotheses i) and iv), in Panel B for hypotheses ii) and v), and in Panel C for hypotheses

iii) and vi). The distribution of the tests is 2 , where  = 12 for the tests in i) and iv),

 = 1 for the tests in ii) and v), and  = 13 for the tests in iii) and vi). For each case,

we report results using the OLS Variance-Covariance matrix (upper square parenthesis)

and the White heteroskedasticity-consistent Variance-Covariance matrix (lower square

parenthesis). Figures in bold highlight the rejection of the null hypothesis at the 5%

significance level. According to the strong exogeneity criterion, the  core inflation

rate is selected as the best core inflation measure, as it is never Granger-caused by the

headline inflation rate nor error-correcting relative to the headline inflation rate.  is

the only core inflation rate to show this property, as none of the other series passes the

joint Granger-causality and error-correction test (Panel C). Moreover, headline inflation

is Granger-caused by  and error-correcting; the finding is clear-cut from the joint

test.3

Moreover, ’s strong exogeneity property also holds relative to the other core

inflation measures.  is Granger-causing all the other core inflation measures (Panel

A), and all the other core rates error-correct relative to , apart from PCC2 (Panel B).

The joint tests further support this finding, which yields clear-cut evidence of Granger-

causality and error-correction forcing from  to the other series. Moreover, none of the

variables is Granger-causing , apart from PCC.  is not error-correcting relative

to any other core series (Panel B). The joint Granger-causality and error-correction tests

support the above findings, which show only one rejection at the 1% level for PCC.

3Based on the error-correction test reported in Table 4, Panel B, it appears that headline inflation is

error-correcting relative to  at the 10% level only. This result is determined by the wide deviation of

headline inflation from  at the end of our sample. For instance, by omitting the last four observations

in the sample, the p-value of the t-ratio test for the omission of the error-correction term from the headline

inflation equation is [0.0232] (not reported).
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Additional in-sample forecasting properties We further assess the ability of the

various core inflation measures to track the headline inflation underlying evolution as

measured by its centered moving average at various horizons, i.e., from one year (MA12)

to five years (MA60). In this respect, we notice that the usual benchmark is the inflation

centered three-year moving average. In Table 5, Panel A, we report the comparison based

on the coefficient of determination from the bivariate prediction regression

 = +  +  (30)

where  =  , , ,  and  =12, 24, ..., 60.

Moreover, in Table 5, Panel B, we report the estimated coefficients in the Mincer-

Zarnowitz regressions

 = +
X




 +  (31)

where  =  , , ,  and  = 12, 24, ..., 60. HACSE standard

errors are reported for both exercises.

As shown in Panel A, at the three-year horizon, WMED, TR30, and  are the

strongest associated measures with smoothed inflation; the other ones follow closely in

the ranking proving superior to EXFE. At longer horizons,  is best, followed by

WMED. At shorter horizons, i.e., at the 1-year or 2-year horizons, TR10 is best. Overall,

the findings confirm the association of  with the underlying inflation trend.

Moreover, as shown in Panel B, at the 3-year horizon,  is the only measure

retained in the Mincer-Zarnowitz regression, while at longer horizons, , WMED,

and TR30 contain valuable information. At shorter horizons, the evidence is mixed,

yet  is retained in the regression at the 2-year horizon. Overall,  is the best

(in-sample) forecaster, among the group of core inflation measures, at the usual 3-year

reference smoothing horizon.

Out-of-sample forecasting properties In the out-of-sample forecasting exercise, we

fix the core inflation forecast at its naive value, i.e., the last in-sample estimate on 2002:8.

We compare the AR-12 model

∆ = 1 +

12X
=1

1∆− + 1 (32)

with the ECM(12) or anchored model

∆ = 1 +

12X
=1

1∆− + 1
¡
−1 − −1

¢
+ 1 (33)

We estimate the models throughout 2002:8. We generate one-step ahead forecasts over

the period 2002:9 through 2023-7 without updating parameter estimates. The exercise

allows us to assess the future inflation information content of the various core inflation

measures and to track the most recent inflation developments. We report the results in

Figure 4. In the top plot, we show a RMSFE vs. bias cross-plot. In this context, the

ideal model would locate at the origin, showing zero bias and RMSFE. In the center and

bottom plots, we contrast actual and forecasted inflation values for the various models.

In particular, in the center plot, we collect the "looser models", i.e., those ranking fourth

or lower in the list; in the bottom plot, we collect the "winner models", i.e., those ranking
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in the first three positions. We also report the AR-12 model forecasts in this latter case

for comparison.

The results are clear-cut and confirm out-of-sample the  superior performance

established in-sample.  shows virtually zero bias and the lowest RMSFE. 

and 10 follow in the ranking, delivering 22% and 51% larger RMSFE, respectively.

 also shows a mean error (bias) of about 0.5%. According to the RMSFE, the rest

of the ranking is 2 (+66%), 30 (+144%),  (+181%),  (+220%),

and  (+253%). The AR-12 model rank last (+324%), indicating that a core infla-

tion anchor is important for in-sample and out-of-sample forecasting. Not surprisingly,

the better the core inflation anchor, i.e., the trend measure, the better the forecasting

performance. In this respect,  and  are the best trackers of the disinflation

that started in November 2022 and provide policy-relevant information. Their forecasts

for the last observations of the sample 2023:7 were 5.34% and 4.6%, respectively, against

an actual HICP inflation value of 5.3%.

5.1.3 Economic content

 is theoretically grounded on a widely accepted view of steady-state inflation determi-

nants, affecting agents’ expectations about the future course of inflationary developments.

In light of its definition and construction,  fits the expected inflation rate component

in a textbook Phillip’s curve. Figure 5 plots the historical decomposition of core inflation

into its demand-side (̂2f̂n3 + ̂3f̂n4) and supply-side (̂1f̂n2) components. In the plots,

we add the mean inflation rate ̂ to any of the components for graphical convenience.

Figure 6 plots a similar disentangling for the cyclical inflation component (̂4f̂a1 + ̂5f̂a2).

As shown in Figure 5, top and center plots, supply-side core inflation is more volatile

than demand-side core inflation, accounting for over two-thirds of overall core inflation

variance (70% and 30%, respectively; not reported). Moreover, as shown in the bottom

plot, the fiscal part (̂2f̂n3) dominates the monetary part (̂3f̂n4) of demand-side core

inflation, accounting for over two-thirds of its variance (70% and 30%, respectively; not

reported). The supply and demand-side components contributed to the disinflationary

dynamics in the early 2000s. The core inflation surge that started in the mid-2000s was

supply-side-driven, only partially offset by contrarian demand-side developments. Inter-

estingly, the contrarian demand-side contribution was determined by its fiscal component,

as the monetary part was inflationary from the mid-2000s through the early phase of the

Great Recession.

On the other hand, both the demand and supply-side components account for the

core inflation reversion during the Great Recession. While the supply-side core switched

right at the beginning of the Great Recession, the demand-side core reversed halfway

through the recession, much more abruptly after that. The temporary offsetting explains

why the overall core inflation decline during the Great Recession accelerated at the end

of the episode. The core inflation stabilization during the recovery period from the Great

Recession through the sovereign debt crisis initial phase is the outcome of demand and

supply-side components offsetting each other. Then, as the crisis turned into a recession,

both parts similarly contributed to the core inflation decline to its minimum historical

value of about 0.6%, scored in 2015. Since then, core inflation has been drifting upward.

Both components have contributed to this upward trend, albeit the supply-side part to a

more significant extent. Concerning the demand-side developments, as shown in Figure 5,

bottom plot, the contribution of the monetary component increased since the beginning of

20



the Q.E. policy in early 2015, particularly during the most expansionary phase of the Q.E.

policy from mid-2016 through mid-2017. Since the end of 2018, monetary core inflation

has followed a steady decline as the Q.E. policy was phased-out, only temporarily reversed

during the Covid-19 recession when the ECB started the Pandemic Emergency Purchase

Program (PEPP).4 On the other hand, the fiscal component has been inflationary since

2017, also persisting throughout the pandemic recession.

In Figure 7, we restrict the sample to the period 2019:1-2022:8 to better highlight

inflation developments in the pandemic and post-pandemic periods. The top plot reports

the decomposition of headline inflation into the core, non-core and residual components.

The upper center plot displays the demand-side ( ) and supply-side ( ) core

parts. The lower center plot displays the demand-side (- ) and supply-side (-

 ) cyclical parts. The bottom plot reports the idiosyncratic demand-side (
), supply-side ( ), and other () residual parts. As shown in Figure 7, top and

upper center plots, the core inflation overall upward trend temporarily reversed during

the pandemic recession due to the sizable supply-side contraction, only partially offset

by the (monetary and fiscal) demand-side expansions. Core inflation anticipated cyclical

and headline inflation in the post-pandemic recovery period (top plot). Supply-side core

inflation trended upward from September 2020 throughMarch 2021, then slightly declined

through January 2022 and increased again since February 2022 (upper center plot). On

the other hand, demand-side core inflation has been on a persistent downward trend,

offsetting supply-side dynamics since February 2022, accounting for the slight decline in

core inflation since the beginning of Russia’s war in Ukraine (upper center plot). The

core inflation rate at the end of our sample (August 2022) is about one percentage point

above the target, at 3.1% (top plot).

Economic content of cyclical inflation As shown in Figure 6, the volatility of cycli-

cal inflation is primarily accounted for by its demand component (̂4f̂a1: 80%; ̂5f̂a2 : 20%;

not reported). During the stock market crisis in the early 2000s, supply and demand-

side cyclical inflations were disinflationary with coincidental timing. A different pattern

emerged during the subprime financial crisis and the Great Recession. The supply-side

component accounts almost entirely for the upsurge in cyclical inflation from the incep-

tion of the financial crisis halfway through the Great Recession. On the other hand, the

demand-side component anticipates the headline inflation contraction occurring in the

second half of the Great Recession period and the upsurge occurring during the recovery

and initial phases of the sovereign debt crisis. As the recession sets in, the demand-side

component contributes to and anticipates the disinflationary drift in cyclical inflation,

while the supply-side part shows the opposite behavior. The inflation hiatus detected

during the recovery from the post-sovereign debt recession (2013:10-2016:11) is largely

demand-driven, albeit a supply-side contribution is noted through 2014. The demand-

side component is also the chief driver of the 2016-2018 cyclical inflation surge (the period

in which the ECB Q.E. policy was strongest). As shown in Figure 7, lower center plot,

4The Q.E. policy was started in January 2015 and then terminated in December 2018. Monthly

asset purchases averaged 60 billion from March 2015 to March 2016; 80 billion from April 2016 to

March 2017; 60 billion from April 2017 to December 2017; 30 billion from January 2018 to September
2018; 15 billion from October 2018 to December 2018. Asset purchases restarted at a monthly pace of

20 billion in November 2019. A new Q.E. policy started in March 2020, i.e., the pandemic emergency
purchase program (PEPP), consisting of additional monthly net asset purchases of 120 billion through
the end of 2020, to face the adverse effects of the pandemic. The ECB further increased the PEPP by

500 billion to 1,850 billion in December 2020 and extended it through March 2022.
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both cyclical inflation components have declined during the pandemic recession. The

demand-side component has then led the rise in the supply-side component of about

seven months, increasing since October 2020. Inflationary pressure in the post-pandemic

recession recovery period is then mainly contributed by cyclical and residual inflation

(top plot). Interestingly, cyclical inflation appears to have stabilized since June 2022 due

to the offsetting impact of cyclical demand-side inflation on cyclical supply-side inflation

(lower center plot). In contrast, residual inflation appears to be a persistent source of

inflationary pressure in the euro area, particularly the supply-side part, coherent with

its association with supply-chain and energy price developments and further geopolitical

tensions (bottom plot). As of August 2022, cyclical and residual inflation yield a similar

contribution to headline inflation, contributing 3.2% and 2.8%, respectively. Concerning

cyclical inflation, the demand-side component shows the largest contribution, i.e., 1.9%

versus 1.3% for the supply-side component. Concerning residual inflation, the supply-side

component (energy and supply chain) shows the largest contribution, i.e., 1.6% versus

0.5% for the demand-side component. Other price tensions, possibly arising from current

geopolitical stress, account for 0.7%.

6 Policy implications

Headline inflation appears currently evenly determined by its core, cyclical and residual

components, i.e., about 3% each (Figure 7, top plot). Notwithstanding the inflationary

pressure, ECB monetary policy has successfully mitigated the rise in core inflation, as

the current deviation is estimated at one percent above its target level. Cyclical inflation

and residual inflation are equally sizable headline inflation components, and the recent

ECB interest rate hikes go in the direction of weakening the demand-side cyclical part.5

However, the latter might also slow down autonomously due to the worsening economic

outlook generated by Russia’s war in Ukraine. In light of recent inflation developments

and ECB interest rate hikes, we assess short and medium-term output growth prospects

to gauge further evidence of the emergence of a stagflationary scenario. We report the

results of the PC-regression analysis for the -coin GDP growth rate in the last three
columns of Table 2. The augmented model (column 7), retaining three composite impulse

dummy variables accounting for the depth of the pandemic recession (June to September

2020) and the idiosyncratic demand-side component f̂n7 , accounts for about 85% of output

variance. It yields a 5% improvement relative to the model that omits the impulse dummy

variables (column 8) and a 10% improvement relative to the model that includes only

common components (column 9). The components of interests are then

 ≡ 
h
|̂n1 ̂n3 ̂n4

i
= ̂ + ̂1̂n1 + ̂2̂n3 + ̂3̂n4 (34)

that yields information on medium to long-term GDP growth prospects, as accounted

by developments along the financial cycle (̂fn1), plus persistent output developments

determined by monetary (̂fn4) and fiscal policy (̂fn3);

 ≡ 
h
|̂a1 ̂a2 ̂a4

i
= ̂4̂a1 + ̂5̂a2 + ̂6̂a4 (35)

5The ECB raised its MRO rate to 0.5% on 27 July 2022, 1.25% on 14 September 2022, 2% on 2

November 2022, 2.5% on 21 December 2022, and 3% on 8 February 2023.
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that yields information on short-term GDP growth prospects, as accounted by cyclical

developments determined by short-term demand-side (̂fa1), supply-side (̂fa2) and financial

(̂fa4) factors. Finally,

 ≡  −
h
|̂n1 ̂n3 ̂n4 ̂a1 ̂a2 ̂a4

i
≡  −

³
̂ + ̂1̂n1 + ̂2̂n3 + ̂3̂n4 + ̂4̂a1 + ̂5̂a2 + ̂6̂a4

´
≡ ̂7̂n7 +

3X
=1

̂ + ̂

≡  + ̂

where the residual output growth  measures the unexpected GDP growth rate, given

the information set composed by the common and  factors. It is the sum of the

output rate shock  and the additional unaccounted (other) output developments

̂.  accounts for major idiosyncratic demand-side tensions (̂fn7), as arose during

the Great Recession and the pandemic recession, and further exogenous tensions during

the pandemic recession (lock-down/containment impulse dummies).

We plot the ,  and  indicators in Figure 8, top plot. Moreover, we

report the historical decomposition for the and  components in the upper and

lower center plots, and for  in the bottom plot. In the decomposition for  in

the upper center plot, we denote the financial cycle contribution ̂1̂n1 as ; the

fiscal policy contribution ̂2̂n3 as ; the monetary policy contribution ̂3̂n4 as

 . Moreover, in the decomposition for  in the lower center plot, we denote

the demand-side contribution ̂4̂a1 as  ; the supply-side contribution ̂5̂a2 as

 ; the financial contribution ̂6̂a4 as  . For graphical convenience, we

truncate the vertical axis in the top and bottom plots at a minimum of -3.5%. In light

of the aim of the exercise, we restrict the sample to the period 2019:1-2022:8.

The top and upper center plots show that the pandemic recession did not negatively

impact trend GDP prospects. The favorable development of the financial cycle in the

face of the prompt implementation of the countercyclical fiscal-monetary policy mix likely

accounts for this finding. The economic policy contribution to medium to long-term

prospects weakens in the early recovery period. Since March 2021, the medium-term

monetary policy contribution has stabilized at about -0.5%; on the other hand, consistent

with the active implementation of the National Recovery and Resilience Plans, an upward

trend in the medium-term fiscal policy contribution can be noted, achieving 0.1% in

August 2022. As of August 2022, GDP growth in the euro area is at 1.5% as of January

2020. This result is the outcome of the financial cycle contribution (0.5%) offsetting the

demand-side contribution (-0.4%). As shown in the lower center and bottom plots, the

pandemic contraction was largely cyclical, contributed by demand-side and supply-side

factors. Its depth, triggered by lock-down and containment measures, is well captured by

the exogenous  component. Following the deep pandemic contraction, short-term

prospects gained momentum starting in October 2020 and peaked in April 2021 at about

2.2%. Beginning in November 2021, a progressive worsening led to a negative short-term

outlook from March-April 2022. In August 2022, cyclical prospects are at -2.2%. This

result is the outcome of a joint improvement in cyclical demand and side conditions since

October 2020; while cyclical demand-side conditions kept improving, peaking at 1.9% in

June 2022 and weakening to 1.7% in August 2022, cyclical supply-side conditions showed
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a steady worsening since May 2021, landing at -3.5% in August 2022. Moreover, the

contribution of short-term financial factors is currently about -0.4%.

Our results suggest that ECB monetary policy has successfully mitigated the rise in

core inflation above the target, postponing interest rates hiking and preserving macro-

financial stability. Although the assessment is preliminary, we detect emerging stagfla-

tionary conditions driven by adverse short-term supply-side developments. A weakening

of overall financial conditions ahead cannot also be excluded, as the historical experience

shows that the peak of the financial cycle likely occurs in a fairly flat region. If anything,

a provisional turning point could be dated already in December 2020.

A pressing issue for ECB monetary policy will be to face inflationary pressure without

triggering a financial crisis. As generalized real wage increases are resisted, second-round

effects of the current energy shock might be cushioned. Yet, supply-side factors are not

under the ECB’s control and are likely candidates for further inflationary pressure if the

energy crisis persists, and the EU energy policy remains unchanged. Provisions such as

a price cap for oil and natural gas might provide temporary relief, conditional to more

structural reforms being undertaken, coherent with the green transition detailed in the EU

Green NewDeal. Weaker growth, higher policy interest rates, rising sovereign risk premia,

and lack of fiscal capacity are all factors that can destabilize the euro area sovereign

debt market. This is also in the light that the European response to the energy crisis

will entail transfer payments and tax cuts, increasing public deficits. Also, the current

geopolitical crisis will require public investment to support increased defense spending,

putting further pressure on national balances unless differently funded. Moreover, by

raising debt services, anti-inflationary monetary policies might trigger insolvencies, falling

asset prices, credit shortages, and eventually impair real activity. The risk of a financial

boost is high, also in light of the prevailing high private and public debt ratios.

An extension of the Next Generation EU scope to face the energy crisis triggered by

Russia’s war in Ukraine and the current geopolitical crisis and cushion their stagflationary

impact appears to be essential to grant resilience to the euro area. Due to the nature

and origin of the threats, the conditions for such an extension appear to be available.

This will prevent further pressure on national balances and add a fiscal policy tool to

the existing monetary policy tools, such as the Outright Monetary Transactions and

the Transactions Protection Instrument, to navigate the current unprecedented energy

and geopolitical crisis. As entailed in the National Plans for Recovery and Resilience, a

deepening of growth-oriented supply-side policies, fostering green investment and energy-

saving technology, is an exemplification of what is needed to counteract the sequence of

left-ward shifts in the short-run aggregate supply schedule we can expect to persist in the

near future. This also appears viable in light of the negative and negligible (estimated)

contribution of medium to long-term fiscal inflation to core inflation.

7 Conclusions

This paper introduces a new decomposition of euro area headline inflation into a core or

medium to long-term component, a non-core cyclical component, and a residual compo-

nent related to other short-lived factors. The new core inflation measure, the structural

core inflation rate, bears the interpretation of expected headline inflation, conditional

to medium to long-term demand-side and supply-side developments. Theoretically, it is

grounded on Friedman’s insights from the quantity theory of money and Eckstein’s in-
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sights about steady-state inflation and agents’ price inflation expectations. In light of its

definition and construction, the structural core inflation rate fits with the expected infla-

tion rate component in a textbook Phillip’s curve. In addition to theoretical grounding, it

shows smoothness and trending properties, economic content, and forecasting ability not

only for headline inflation but also for other available measures of core inflation routinely

used at the ECB for internal or external communication. It might therefore carry addi-

tional helpful information for policy-making decisions. Our measure of cyclical inflation

also has valuable information on expected headline inflation, conditional to short-term

demand and supply-side developments.

We investigate the source of inflationary pressure within the proposed decomposi-

tion since the euro area’s inception. Concerning recent developments, the post-pandemic

inflationary burst was largely cyclical and driven by both demand-side and supply-side

factors. Core inflation also rose through early 2021, driven by supply-side developments

partially offset by disinflationary demand-side developments. As core supply-side devel-

opments have stabilized since early 2021, core demand-side developments have driven

core inflation downward to 3% in 2022. Cyclical headline inflation appears to have lost

momentum since June 2022 due to the offsetting impact of cyclical demand-side on cycli-

cal supply-side inflation. In contrast, residual inflation appears to be a persistent source

of inflationary pressure in the euro area, coherent with its association with supply-chain

and energy price developments and further geopolitical tensions.

Notwithstanding inflationary developments, ECB monetary policy management has

successfully mitigated the rise in core inflation, postponing interest rate hikes and pre-

serving macro-financial stability. Currently, cyclical and residual inflations are the most

prominent threats to price stability, albeit some evidence of cyclical stabilization can be

noted. Yet, although the assessment is preliminary, our results indicate a likely weaken-

ing of overall financial conditions ahead within an emerging stagflationary scenario. A

pressing issue for ECB monetary policy will be to face -mostly supply-side- inflationary

pressure without triggering a financial crisis.

8 Appendix 1: Asymptotic properties

Concerning the  - decomposition regression model in (12) in the first step, given

data assumptions, the OLS estimator is consistent and asymptotically normal (Hamilton,

1988; ch. 16), i.e.,

Υ

³
θ̂ − θ

´
→ 

¡
0σ2Q−1

¢
 (36)

where θ =(0 1 1  ∗),Q = [z∗0 z
∗
 ], z

∗
=

⎛⎝ 1  sin(2



)  sin(2

X

=1
1X

=1
1

) 

⎞⎠0



and Υ
(+2)×(+2)

= (
√
   32

√
 
√
 ). See Hamilton (1988; ch. 16); see also

Granger and Hallman (1991), Ermini and Granger (1993), and Dittmann and Granger

(2002) for stationarity properties of periodic transformations. Supporting Monte Carlo

evidence for the  −  regression-based decomposition can be found in Morana

(2021).

Concerning the asymptotic properties of the PC estimator of the common factors f̂

in (15, 16) in the second step, for   → ∞, among other results, Bai (2003) estab-
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lishes its 
n√


√

o
consistency and asymptotic normality for f0H, where H is

an invertible transformation matrix of appropriate order, i.e., for the space spanned by

the latent factors. Among other general conditions, this holds under the assumption of

I(0) unobserved common factors and idiosyncratic components, where the latter might

also display limited heteroskedasticity in both their time-series and cross-sectional di-

mensions. Since the decomposition in the first step delivers
√
 consistent estimation

of the n and a components, asymptotically, they might be taken as known, and Bai

(2003)’s
n√


√

o
consistency and asymptotic normality of PC estimation of their

latent factors can also be conjectured to apply. Supporting Monte Carlo evidence for

PCA common factor estimation in a variety of frameworks, including those considered in

this study, can be found in Morana (2007b, 2014).

Concerning the OLS PC-regression in (17), as noted by Bai (2003), its consistent

estimation only requires the consistent estimation of f0H. Using f0H as the regressors

yields the same predicted value as using f0. Furthermore, because f0H and f0 span the

same space, testing the significance of f0H is equivalent to testing the significance of f0.

However, inference might require taking into account the estimation error in f̂ . In this

respect, Bai (2003) shows that, for  →∞ and
√
 → 0, the estimation error can

be neglected, i.e., f0 can be treated as known. Bai and Ng (2006) have further shown that,

under the conditions  →∞ and
√
 → 0, the OLS estimator of the coefficients in

a PC-regression is
√
 consistent and asymptotically normal. Moreover, the conditional

mean predicted by the estimated principal components is 
n√


√

o
consistent and

asymptotically normal. Therefore, under the general conditions in Bai (2003) and Bai

and Ng (2006), it can be conjectured that

√

³
vec

³
Θ̂
´
− vec (Θ)

´
→ 

³
0Σ⊗ [ff

0
]
−1
´
 (37)

i.e., the OLS estimator in (19) is
√
 consistent and asymptotically normal. In the

case of non-spherical residuals, inference on the estimated loadings can be made using

Newey-West HACSE.

Empirically, in finite samples the relevance of the estimation error can be assessed by

means of unobserved component analysis (Harvey, 1989). For instance, a general model

of the form

 =  +  + 

 ∼ (0 2) (38)

where  is the unobserved trend component (a local level or local trend model),  is the

unobserved cyclical or AR component, and  is the unobserved irregular component, can

be set up and estimated by ML and the Kalman filter. The rationale of this specification

is to bias the systematic component to be as smooth as possible, i.e., to emphasize po-

tential irregular fluctuations, i.e., observational noise, a priori. The unobserved irregular

component provides a measure of the estimation errors, and its magnitude is given by its

variance 2, which can the be assessed in relative terms using the inverse signal-to-noise

ratio ()−1 =
£
(2 + 2)

2


¤−1
. The empirical condition ()−1 → 0 might then be

taken as evidence that the estimation error can be neglected.
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9 Appendix 2: Variance decomposition analysis

Given the decomposition in (18) and the orthonormality of the common factors (stan-

dardized PCs), the variance decomposition for the vector y is

Σ̂y ≡ Θ̂0Σ̂fΘ̂+ Σ̂

≡ Θ̂0Θ̂+ Σ̂ (39)

where Σ̂y =
1


X
=1

(yt − μ̂)(yt − μ̂t)0 and Σ̂f =
1


X
=1

f̂f̂
0
 = I.

Hence, considering the generic entry  in the vector y, i.e., y, it follows

̂2 ≡
+X
=1

Θ̂2

+ ̂2 (40)

where Θ̂2

is the square of the   element in the Θ̂ loading matrix. The proportion of

variance of series  accounted by the generic factor  is then Θ̂2

̂2.

In the case of non-orthogonal factors, the decomposition in (40) becomes

̂2 ≡
+X
=1

Θ̂2

+

+−1X
=1

+X
=+1

Θ̂

Θ̂


̂ + ̂2 (41)

to account for non-zero sample correlations (or covariances) ̂ across factors.

In the case the factors were near orthogonal, i.e., some of the sample correlations are

non-zero, yet not significant (5% level) (̂
q
(1− ̂2) − 2  196), the decomposition

in (40) can still be used, yet only as a (fair) approximation

̂2 '
+X
=1

Θ̂2

+ ̂2 (42)

Otherwise, variance bounds can be constructed. Hence, the proportion of series ’s

variance accounted by the generic factor  is in the range [min( )max( )], where

 = Θ̂2

̂2 and  = (Θ̂2


+

+X
=1 6=

Θ̂

Θ̂


̂)̂

2

. In practice, in the current context,

the case of non-orthogonal factors can arise when the common factors are extracted from

transformations of some of the elements in the n̂ or â components. For instance, de-

trending or first differencing of some of the elements in the n̂ elements might be computed

to induce stationarity or enhance the correlation structure and, therefore, the extraction

accuracy of the common factors themselves; under this condition, the orthogonality of f̂n
and f̂a is not granted any longer, as it holds by construction for the untransformed n̂ and

â components. See also Brusco et al. (2009) about heuristic tools to decide the optimal

set of variables for PCA analysis concerning variable inclusion (and transformation).
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See the Online Appendix for details about data definitions and construction. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1: Dataset composition 
Data Source Data Source 

€-coin GDP growth BoI Total credit to the private nonfinancial sectors-to-GDP ratio BIS 
Harmonized unemployment rate Eurostat House price index-to-GDP ratio OECD 

Current account-to-GDP ratio OCED House price index-to-net disposable income per head ratio OECD 
Fiscal deficit-to-GDP ratio ECB House price index-to-rent ratio OECD 

Harmonized CPI Eurostat Real gold price index return IMF 
Real earnings for manufacturing growth rate OECD Real European Fama-French market factor return F-F 
Real narrow effective exchange rate return BIS 3-month Euribor rate - €STR  spread ECB 

Global supply-chain pressure index NY Fed 10-year government bond rate - €STR spread ECB 
Real  energy price  index return IMF Composite Indicator of Systemic Sovereign Stress SovCISS ECB 

Real Euro Short-Term Rate  €STR ECB Euro Soxx 50 (implied) Volatility VSTOXX Eurex 
Real  3-month Euribor rate ECB New Composite Indicator of Systemic Stress New-CISS ECB 

Real 10-year government bond rate ECB Real European Fama-French size factor return F-F 
Real M3 index of notional stocks growth rate ECB Real European  Fama-French value factor return F-F 

Excess nominal M3 growth ECB/BoI Real European Charart momentum factor return F-F 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
The Table reports the results of the estimated PC regressions for the (demeaned) monthly headline inflation rate on 
selected standardized PCs extracted from the MLT (𝑷𝑷𝑷𝑷𝒏𝒏,𝒊𝒊) and ST (𝑷𝑷𝑷𝑷𝒂𝒂,𝒊𝒊) series. Figures in round brackets refer to 
Newey-West consistent SE. The (adjusted) coefficient of determination values is denoted as (Adj R2) R2. The Table also 
reports the % inflation variance accounted for by any of the selected PCs (Var %). The impulse dummy variables for the 
inflation equation are 𝑰𝑰𝟏𝟏:2022(6), 𝑰𝑰𝟐𝟐:2022(7)+2022(6), 𝑰𝑰𝟑𝟑:2022(8)+2022(7); for the output equation are 𝑰𝑰𝟏𝟏:2020(7)+2020(6), 
𝑰𝑰𝟐𝟐:2020(8)+2020(7), 𝑰𝑰𝟑𝟑:2022(9)+2022(8); The idiosyncratic components are 𝑰𝑰𝑰𝑰𝟏𝟏:𝑷𝑷𝑷𝑷𝒏𝒏,𝟕𝟕, 𝑰𝑰𝑰𝑰𝟐𝟐:𝑷𝑷𝑷𝑷𝒏𝒏,𝟗𝟗.  
  
 

 

 

 

Table 2: Inflation and output regressions on selected standardized PCs 
 𝝅𝝅 𝝅𝝅 𝝅𝝅 𝝅𝝅 𝝅𝝅 𝝅𝝅 €g €g €g 
𝑷𝑷𝑷𝑷𝒏𝒏,𝟏𝟏 0.028 

(0.086) 
0.040 

(0.968) - - - - 
0.933 

(0.099) 
0.873 

(0.117) 
0.865 

(0.132) 
−𝑷𝑷𝑷𝑷𝒏𝒏,𝟐𝟐 0.500 

(0.102) 
0.564 

(0.035) 
0.561 

(0.033) 
0.563 

(0.033) 
0.588 

(0.034) 
0.570 

(0.037) - - - 
−𝑷𝑷𝑷𝑷𝒏𝒏,𝟑𝟑 0.295 

(0.066) 
 0.299 
(0.035) 

0.306 
(0.032) 

0.295 
(0.035) 

0.291 
(0.036) 

0.295 
(0.037) 

-0.507 
(0.100) 

-0.507 
(0.111) 

-0.474 
(0.109) 

𝑷𝑷𝑷𝑷𝒏𝒏,𝟒𝟒 0.253 
(0.093) 

0.234 
(0.037) 

0.234 
(0.036) 

0.221 
(0.038) 

0.204 
(0.039) 

0.196 
(0.037) 

0.286 
(0.111) 

0.272 
(0.113) 

0.303 
(0.113) 

𝑷𝑷𝑷𝑷𝒂𝒂,𝟏𝟏 0.825 
(0.094) 

0.731 
(0.036) 

0.731 
(0.040) 

0.730 
(0.043) 

0.740 
(0.044) 

0.877 
(0.037) 

0.686 
(0.126) 

0.815 
(0.154) 

0.981 
(0.218) 

−𝑷𝑷𝑷𝑷𝒂𝒂,𝟐𝟐 -0.423 
(0.105) 

-0.346 
(0.042) 

-0.338 
(0.041) 

-0.359 
(0.041) 

-0.390 
(0.043) 

-0.516 
(0.037) 

1.012 
(0.149) 

0.957 
(0.132) 

1.095 
(0.140) 

𝑷𝑷𝑷𝑷𝒂𝒂,𝟑𝟑 -0.034 
(0.078) 

-0.110 
(0.035) 

-0.112 
(0.037) - - - - - - 

𝑷𝑷𝑷𝑷𝒂𝒂,𝟒𝟒 0.069 
(0.081) 

0.039 
(0.036) - - - - 

-0.365 
(0.097) 

-0.328 
(0.104) 

-0.322 
(0.109) 

 
const 1.834 

(0.080) 
1.851 

(0.038) 
1.850 

(0.038) 
1.850 

(0.042) 
1.859 

(0.041) 
1.859 

(0.036) 
1.259 

(0.094) 
1.186 

(0.113) 
1.186 

(0.126) 
𝑰𝑰𝟏𝟏 2.478 

(0.856) 
0.847 

(0.210) 
0.951 

(0.222) 
0.914 

(0.231) - - 
-4.080 
(0.409) - - 

𝑰𝑰𝟐𝟐 -0.334 
(0.031) 

-0.171 
(0.018) 

-0.165 
(0.020) 

-0.209 
(0.013) - - 

-0.817 
(0.025) - - 

𝑰𝑰𝟑𝟑 2.711 
(0.872) 

0.932 
(0.219) 

1.036 
(0.232) 

0.987 
(0.242) - - 

-5.440 
(0.538) - - 

  
𝑰𝑰𝑰𝑰𝟏𝟏 

- 
-0.266 
(0.036) 

-0.269 
(0.036) 

-0.277 
(0.035) 

-0.296 
(0.037) - 

-0.354 
(0.124) 

-0.515 
(0.166) - 

𝑰𝑰𝑰𝑰𝟐𝟐 
- 

0.469 
(0.038) 

0.465 
(0.036) 

0.439 
(0.038) 

0.454 
(0.038) - - - - 

 
R2 0.843 0.957 0.956 0.950 0.947 0.816 0.867 0.799 0.753 
Adj R2 0.837 0.955 0.954 0.949 0.946 0.813 0.862 0.794 0.748 

 
Var % 𝝅𝝅 𝝅𝝅 𝝅𝝅 𝝅𝝅 𝝅𝝅 𝝅𝝅 €g €g €g 
𝑷𝑷𝑷𝑷𝒏𝒏,𝟏𝟏 0.00 0.00 - - - - 0.18 0.16 0.16 
𝑷𝑷𝑷𝑷𝒏𝒏,𝟐𝟐 0.13 0.16 0.16 0.16 0.18 0.16 - - - 
𝑷𝑷𝑷𝑷𝒏𝒏,𝟑𝟑 0.04 0.05 0.05 0.04 0.04 0.04 0.05 0.05 0.05 
𝑷𝑷𝑷𝑷𝒏𝒏,𝟒𝟒 0.03 0.03 0.03 0.02 0.02 0.02 0.02 0.02 0.02 
𝑷𝑷𝑷𝑷𝒂𝒂,𝟏𝟏 0.35 0.27 0.27 0.27 0.28 0.39 0.10 0.14 0.20 
𝑷𝑷𝑷𝑷𝒂𝒂,𝟐𝟐 0.09 0.06 0.06 0.07 0.08 0.14 0.22 0.19 0.25 
𝑷𝑷𝑷𝑷𝒂𝒂,𝟑𝟑 0.00 0.01 0.01 - - - - - - 
𝑷𝑷𝑷𝑷𝒂𝒂,𝟒𝟒 0.00 0.00 - - - - 0.03 0.02 0.02 

  
𝑰𝑰𝑰𝑰𝟏𝟏 - 0.04 0.04 0.04 0.04 - 0.03 0.06 - 
𝑰𝑰𝑰𝑰𝟐𝟐 - 0.11 0.11 0.10 0.10 - - - - 

 



 

The Table reports descriptive statistics for various core inflation measures and the HICP headline inflation rate in levels 
and changes. Panel A reports the sample mean (MEAN) and standard deviations (ST DEV). Panel B reports the sample 
correlation coefficients. The series are the Super Core rate (SUP), the Persistent and Common Component rate (PCC), 
the Persistent and Common Component rate computed using the ex-food and energy inflation rate (PCC2), the Trimmed 
mean inflation rate with 10% and 30% symmetric trimming (TR10, TR30), the weighted median inflation rate (WMED), the 
ex-food and energy inflation rate (EXFE), the Structural Core rate (STC), and the headline HICP rate (HICP). 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3: Descriptive statistics for the various core inflation measures and headline inflation 
 

Panel A: Sample Means and Standard Deviations 
 SUP PCC PCC2 TR10 TR30 WMED EXFE STC HICP 
MEAN (level) 1.58 1.87 1.41 1.77 1.65 1.65 1.36 1.82 1.83 
ST DV (level) 0.70 0.81 0.34 1.17 0.85 0.79 0.58 0.73 1.52 
MEAN (change) 0.01 0.01 0.00 0.02 0.02 0.02 0.01 0.00 0.03 
ST DV (change) 0.14 0.15 0.05 0.22 0.17 0.19 0.22 0.09 0.31 

 
Panel B: Sample correlation coefficients for levels (below diagonal) and changes (above diagonal) 
 SUP PCC PCC2 TR10 TR30 WMED EXFE STC HICP 
SUP  0.21 0.25 0.61 0.73 0.61 0.79 0.08 0.55 
PCC 0.85  0.93 0.44 0.23 0.15 0.18 0.05 0.48 
PCC2 0.89 0.95  0.40 0.26 0.17 0.20 0.04 0.40 
TR10 0.92 0.91 0.88  0.78 0.60 0.57 0.15 0.86 
TR30 0.94 0.85 0.85 0.98  0.78 0.63 0.16 0.65 
WMED 0.95 0.86 0.86 0.96 0.99  0.51 0.07 0.50 
EXFE 0.96 0.83 0.86 0.90 0.92 0.92  0.10 0.55 
STC 0.47 0.59 0.61 0.54 0.52 0.52 0.48  0.09 
HICP 0.86 0.91 0.88 0.98 0.93 0.91 0.85 0.53  

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The Table reports p-values for the Wald-tests for Granger-causality for the core inflation measures and actual headline 
inflation. Panel A reports the results of the joint hypotheses i) and iv), Panel B for hypotheses ii) and v), and Panel C for 
hypotheses iii) and vi). The distribution of the tests is 2

( )dfχ , where df = 12 for the tests in i) and iv), df = 1 for the tests in ii) 

and v), df = 13 for the tests in iii) and vi). For each case, we report results using the OLS Variance-Covariance matrix 
(upper square parenthesis) and the White heteroskedasticity-consistent Variance-Covariance matrix (lower square 
parenthesis). Figures in bold highlight the rejection of the null hypothesis at the 5% significance level. For instance, in line 
1, column 1, in Panel A, we report the p-values for the tests of Granger non-causality of headline inflation for Supercore; 
[0.0495] is obtained using the OLS Var-Cov matrix, [0.0295] is obtained using the White Heteroskedasticity-consistent 
Var-Cov matrix. Hence, in both cases, the null hypothesis that headline inflation is not Granger-causing Supercore is 
rejected at the 5% level. On the other hand, in line 4, column 1, in Panel A, we report the p-values for the tests of Granger 
non-causality of the Supercore inflation rate for headline inflation; [0.1304] is obtained using the OLS Var-Cov matrix, 
[0.1534] is obtained using the White Heteroskedasticity-consistent Var-Cov matrix. Hence, in both cases, the null 
hypothesis that the Supercore rate is not Granger-causing the headline inflation rate is not rejected. The series are the 
Supercore (SUP), the Persistent and Common Component of Inflation (PCC), the Persistent and Common Component of 
Inflation computed using the Ex-Food and Energy inflation rate (PCC2), the Trimmed Mean inflation rate with 10% and 30% 
symmetric trimming (TR10, TR30), the Weighted Median inflation rate (WMED), the Ex-Food and Energy inflation rate 
(EXFE), the Structural Core rate (STC), and the headline HICP rate (HICP). 

Table 4: Granger-Causality and Error-Correction tests 
 

Panel A: Granger-Causality tests 
 Caused Variables 
Causal 
Variables 

SUP PCC PCC2 TR10 TR30 WMED EXFE STC HICP 

HICP [0.0495] 
[0.0295] 

[0.0224] 
[0.0091] 

[0.0039] 
[0.0023] 

[0.0018] 
[0.0037] 

[0.0312] 
[0.0436] 

[0.0724] 
[0.1243] 

[0.0811] 
[0.0583] 

[0.1791] 
[0.6407]  

STC [0.0033] 
[0.0000] 

[0.0000] 
[0.0000] 

[0.0000] 
[0.0000] 

[0.0010] 
[0.0003] 

[0.0000] 
[0.0000] 

[0.0000] 
[0.0000] 

[0.0005] 
[0.0182]  

[0.0048] 
[0.0491] 

 Causal Variables 
Caused 
Variables 

SUP PCC PCC2 TR10 TR30 WMED EXFE STC HICP 

HICP [0.1304] 
[0.1534] 

[0.0000] 
[0.0001] 

[0.0002] 
[0.0002] 

[0.0524] 
[0.0986] 

[0.0036] 
[0.0247] 

[0.2053] 
[0.0673] 

[0.0938] 
[0.0027] 

[0.0048] 
[0.0491]  

STC [0.1497] 
[0.2032] 

[0.0179] 
[0.0059] 

[0.6032] 
[0.4569] 

[0.0489] 
[0.2500] 

[0.1385] 
[0.2557] 

[0.3617] 
[0.6543] 

[0.0015] 
[0.3143]  

[0.1791] 
[0.6407] 

 
Panel B: Error-Correction tests 
 Caused Variables 
Causal  
Variables 

SUP PCC PCC2 TR10 TR30 WMED EXFE STC HICP 

HICP [0.5149] 
[0.4352] 

[0.0084] 
[0.0038] 

[0.0210] 
[0.0218] 

[0.8613] 
[0.8307] 

[0.2401] 
[0.2035] 

[0.0726] 
[0.0531] 

[0.3104] 
[0.3124] 

[0.1031] 
[0.3042]  

STC [0.0047] 
[0.0083] 

[0.0123] 
[0.0130] 

[0.1752] 
[0.1486] 

[0.0004] 
[0.0018] 

[0.0000] 
[0.0004] 

[0.0000] 
[0.0000] 

[0.0124] 
[0.0274]  

[0.0766] 
[0.0766] 

 Causal Variables 
Caused 
Variables 

SUP PCC PCC2 TR10 TR30 WMED EXFE STC HICP 

HICP [0.0592] 
[0.0493] 

[0.0197] 
[0.0266] 

[0.1615] 
[0.1821] 

[0.0860] 
[0.0666] 

[0.1137] 
[0.0945] 

[0.0930] 
[0.0724] 

[0.3033] 
[0.3201] 

[0.0766] 
[0.0766]  

STC [0.8914] 
[0.9421] 

[0.4063] 
[0.5166] 

[0.3343] 
[0.3993] 

[0.0373] 
[0.2519] 

[0.1478] 
[0.4486] 

[0.3786] 
[0.5988] 

[0.9864] 
[0.9917]  

[0.1031] 
[0.3042] 

 
Panel C: Joint Granger-Causality and Error-Correction tests 
 Caused Variables 
Causal 
Variables 

SUP PCC PCC2 TR10 TR30 WMED EXFE STC HICP 

HICP [0.0051] 
[0.0016] 

[0.0224] 
[0.0052] 

[0.0060] 
[0.0038] 

[0.0025] 
[0.0049] 

[0.0009] 
[0.0013] 

[0.0002] 
[0.0020] 

[0.0031] 
[0.0054] 

[0.1508] 
[0.6208]  

STC [0.0001] 
[0.0000] 

[0.0000] 
[0.0000] 

[0.0000] 
[0.0000] 

[0.0000] 
[0.0000] 

[0.0000] 
[0.0000] 

[0.0000] 
[0.0000] 

[0.0000] 
[0.0151]  

[0.0048] 
[0.0491] 

 Causal Variables 
Caused 
Variables 

SUP PCC PCC2 TR10 TR30 WMED EXFE STC HICP 

HICP [0.0792] 
[0.0618] 

[0.0000] 
[0.0000] 

[0.0001] 
[0.0000] 

[0.0071] 
[0.0112] 

[0.0023] 
[0.0068] 

[0.1699] 
[0.0408] 

[0.1168] 
[0.0042] 

[0.0048] 
[0.0491]  

STC [0.1837] 
[0.0476] 

[0.0247] 
[0.0037] 

[0.5732] 
[0.0241] 

[0.0339] 
[0.2595] 

[0.1207] 
[0.2822] 

[0.3672] 
[0.6529] 

[0.0019] 
[0.0699]  

[0.1508] 
[0.6208] 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The Table reports the results of the in-sample forecasting analysis. Panel A reports R2 statistics from the prediction 
regressions of the various core inflation measures relative to the centered moving average of headline inflation. The 
smoothing period ranges from 1 (MA12) to 5 (MA60) years. Panel B reports the estimated parameters, with HAC t-ratios 
in round brackets, for the Mincer-Zarnowitz regressions of the centered moving averages of headline inflation on the 
various core rate series. The core inflation series are the Supercore (SUP), the Persistent and Common Component of 
Inflation (PCC), the Persistent and Common Component of Inflation computed using the Ex-Food and Energy inflation 
rate (PCC2), the Trimmed Mean inflation rate with 10% and 30% symmetric trimming (TR10, TR30), the Weighted 
Median inflation rate (WMED), the Ex-Food and Energy inflation rate (EXFE), and the Structural Core rate (STC). 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 5: In-sample forecasting properties for headline HICP inflation centered moving average  
 

Panel A:  R2 of prediction regressions 
 SUP PCC PCC2 TR10 TR30 WMED EXFE STC 
MA12 0.60 0.77 0.67 0.89 0.77 0.72 0.55 0.29 
MA24 0.51 0.68 0.58 0.73 0.69 0.66 0.43 0.39 
MA36 0.50 0.53 0.53 0.52 0.54 0.56 0.42 0.54 
MA48 0.49 0.41 0.48 0.41 0.45 0.54 0.41 0.61 
MA60 0.46 0.38 0.46 0.33 0.37 0.47 0.36 0.65 

 
Panel B:  Mincer-Zarnowitz regressions 

 MA12 MA24 MA36 MA48 MA60 
SUP 0.434 

(1.79) 
0.651 
(2.12) 

0.424 
(1.06) 

-0.286 
(-0.67) 

-0.082 
(-0.27) 

PCC 0.589 
(2.59) 

0.872 
(2.28) 

0.320 
(0.69) 

-0.638 
(-1.37) 

-0.582 
(-1.38) 

PCC2 -0.246 
(-0.49) 

-0.913 
(-1.34) 

-0.128 
(-0.14) 

1.682 
(1.76) 

1.554 
(1.90) 

TR10 1.302 
(7.37) 

0.462 
(2.48) 

0.079 
(0.34) 

-0.037 
(-0.172) 

-0.040 
(-0.21) 

TR30 -0.335 
(-1.22) 

0.026 
(0.08) 

-0.134 
(-0.34) 

-0.426 
(-1.14) 

-0.780 
(-2.39) 

WMED -0.250 
(-1.41) 

-0.030 
(-0.16) 

0.331 
(1.48) 

0.979 
(4.50) 

1.110 
(5.28) 

EXFE -0.474 
(-3.19) 

-0.480 
(-2.51) 

-0.175 
(-0.68) 

0.072 
(0.271) 

-0.024 
(0.13) 

STC 0.062 
(1.09) 

0.309 
(4.42) 

0.462 
(4.98) 

0.442 
(4.49) 

0.506 
(6.03) 

Const -0.384 
(-1.55) 

-0.247 
(-0.74) 

-0.360 
(0.43) 

-0.758 
(-1.67) 

-0.617 
(-1.68) 

      
R2 0.94 0.85 0.76 0.75 0.78 



 
Figure 1: Cross plot of core inflation dispersion vs. headline inflation level 
 

 
 
The cross-sectional standard deviation of the spreads of the various ECB internal core inflation series relative to the Ex-
Food and Energy core inflation rate measures core inflation dispersion at each point in time. The ECB internal core 
inflation series are the Supercore, the Persistent and Common Component of Inflation, the Persistent and Common 
Component of Inflation computed using the Ex-Food and Energy inflation rate, the Trimmed Mean inflation rate with 10% 
and 30% symmetric trimming, and the Weighted Median inflation rate. 
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Figure 2: Standardized principal components from MLT and ST series 
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Figure 3: Headline inflation decomposition in core (top plot), cyclical (center plot), and residual 
(bottom plot) components 
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Figure 4: Out-of-sample inflation forecasts 
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Figure 5: Core inflation decomposition in the persistent supply-side (top plot) and demand-side (center 
and bottom plots) components 
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Figure 6: Cyclical inflation decomposition in the supply-side (top plot) and demand-side (bottom plot) 
components 
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Figure 7: Recent inflation developments: demand-side and supply-side core, cyclical and residual 
components 
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Figure 8: Recent output developments: demand-side and supply-side MLT, ST, and residual 
components 
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1 Literature review

Two main definitions of core inflation are available in the literature. The first definition,
based on the quantity theory of money, can be implicitly traced back to Friedman (1969,
p.171), where the general inflation trend is identified as the price change originating from
monetary disturbances, which are common to all good and service’s disturbances, and
that, therefore, do not modify relative prices. “Whenever [price] disturbances have oc-
curred, two different explanations have been offered. One, common to all disturbances,
is that the price movements reflect changes in the quantity of money.... The other expla-
nation has been in terms of some special circumstances of the particular occasion: good
or bad harvests; disruptions in international trade;... and so on in great variety.”While
the former price changes are of primary concern to the policymaker, the latter ones are
of less or no concern, as the shifts in relative prices (they cause) induce only transitory
fluctuations in the inflation rate. For instance, relative price fluctuations associated with
seasonality and infrequent or periodic price surveys of particular goods and services cause
noise in price indexes. By their volatile nature, those price changes, however, are likely to
reverse on their own quickly. Moreover, some highly idiosyncratic price changes originate
from events beyond the central bank’s control. Unless these changes are accommodated in
the monetary policy stance, they will not affect trend inflation developments and inflation
expectations.
The second definition can be traced back to Eckstein (1981, p.8), where core inflation

is defined as “the rate that would occur on the economy’s long-term growth path, pro-
vided the path were free of shocks, and the state of demand were neutral in the sense that
markets were in long-run equilibrium.”Under the above conditions, core inflation mea-
sures the steady-state rate of inflation. In Eckstein’s theory, core inflation reflects “those
price increases made necessary by the increases in the trend costs of the inputs to pro-
duction”, which, despite not univocally, depend on the long-term inflation expectations
embodied in nominal interest rates and equity yields and underlying wage claims.
Since the 1970s, various approaches to core inflation measurement have been proposed.

The primary method eliminates regular seasonal fluctuations and certain categories of
goods whose price fluctuations are highly erratic, i.e., the Ex. Food & Energy-type
measures (Eckstein, 1981; Gordon, 1975; Blinder, 1982). Since the early 1990s, two
new lines of research on core inflation have developed. The former can be traced back
to the seminal contributions of Bryan and Pike (1991), Bryan and Cecchetti (1994),
Cecchetti (1997), and Bryan et al. (1997) and focus on the properties of the cross-
sectional distribution of price changes. A well-established stylized fact of the observed
cross-sectional distribution of price changes is its skewness, which presumably reflects
the kurtosis of the underlying distribution of price changes (Ball and Mankiw, 1995;
Balke and Winne, 2000). As substantial price changes likely convey little information on
underlying price dynamics, limited influence estimators, such as the trimmed mean and
median, which omit such extreme price movements, are likely to provide a more accurate
measure of the central tendency of their distribution than the sample mean. Economically,
omitting such extreme price changes is also motivated by the fact that significant price
changes, even if transient, will lead many firms to adjust their prices contemporaneously
and in the same direction, inducing a substantial deviation of the observed inflation rate
from the underlying rate. Consistent with Friedman’s view, Bryan and Cecchetti (1994;
p. 197)’s goal is “to extract a measure of money-induced inflation: that is, the component
of price changes that is expected to persist over medium-run horizons of several years”. A
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similar rationale justifies the Edgeworth or variance-weighted indexes proposed by Dow
(1994). This latter approach down weights the most volatile prices rather than discarding
the largest and smallest price changes. A cross-sectional reweighting of sectoral price
components, yet based on their relative time series persistence, is proposed by Bilke
and Stracca (2008). The weight of each HICP component is proportional to a mean
reversion measure, such as the sum of the autoregressive coeffi cients. Hence, the resulting
core inflation measure emphasizes medium to long-term sectoral price developments. An
interesting development of the Ex. Food & Energy-type core inflation measures is the
Supercore inflation rate, which is based on only those Ex. Food & Energy components
that are sensitive to business cycle fluctuations, i.e., the slack measured by the output
gap (Fröhling and Lommatzsch, 2011; Ehrmann et al., 2018).
The second new line of research can be traced back to the seminal contribution of

Quah and Vahey (1995), focusing on the time series properties of headline inflation.
Core inflation is defined as the persistent component in headline inflation, as determined
by the medium- to long-term output-neutral shock within a bivariate SVAR model of
output and inflation. Bagliano and Morana (1999) define core inflation as the long-run
headline inflation forecast, computed as the multivariate Beveridge and Nelson (1981)
long-run inflation forecast (Stock and Watson, 1988), within a cointegrated five-variate
system including, in addition to output and inflation, the oil price, a nominal wages
index, and nominal M3. As the forecasting horizon is allowed to diverge, the long-run
inflation forecast is the Beveridge-Nelson stochastic trend. In this context, core inflation
is determined by the permanent output-neutral shock and two permanent real domestic
and foreign shocks (see also Bagliano and Morana, 2003; Bagliano et al., 2022).
Cogley (2002) associates core inflation with the monetary or the monetary-fiscal infla-

tion rate, consistent with Friedman’s quantity theory view. In his context, I(1) inflation
persistence arises from regime shifts triggered by central banks’ changing beliefs and
decision rules, as in Sargent (1999). Operationally, core inflation is computed through
exponential smoothing, which delivers a constant-gain update of mean inflation, equiva-
lent to the output of a one-sided low-pass filter applied to current and past inflation.1

Morana (2002, 2007) defines core inflation as the monetary inflation rate yield by the
common persistent component in inflation and excess nominal money growth. The com-
mon persistent component is contributed by an infrequent switching mean component
(deterministic break process) and a stationary long memory component. The determinis-
tic break process yields the long-run inflation forecast, which is regime dependent, while
the long-memory component measures within-regime persistent inflation dynamics still
originating from monetary policy decisions. The computation of the common component
exploits homogenous cobreaking and fractional cointegration between inflation and excess
nominal money growth. Therefore, it is economically grounded on the quantity theory
of money. Common factor measures of core inflation in data-rich environments have
also been proposed. Cristadoro et al. (2005) estimate core inflation as the medium to
long-term inflation component associated with fluctuations with periodicity longer than
one year using a frequency domain principal component approach (Forni et al., 2000;
2005). The information set includes money market variables, financial variables, indus-
trial production series, and sectoral price series. The core inflation measure is computed

1If inflation followed an ARIMA(0,1,1) process, the exponential smoother would summarize the con-
ditional expectation function. However, the latter interpretation is not consistent with Cogley (2002)’s
context, where a unit root in inflation arises from variation across regimes rather than variations within
regimes.
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by projecting the monthly inflation’s medium and long-run component on the extracted
common factors. The proposed approach bridges the previous pure cross-sectional and
time-series methods, exploiting both the cross-sectional and time-series dimensions of
sectoral prices in extracting the underlying inflation signal. It is named the Persistent
and Common Component of Inflation (PCCI) by Bańbura and Bobeica (2020), where the
filtering threshold is raised to a periodicity longer than three years, and the information
set includes sectoral prices only. Finally, Stock and Watson (2016) extract the common
sectoral inflation trend using a multivariate random walk plus white-noise unobserved
components model with stochastic volatility. The model is an extended version of the
Del Negro and Otrok (2008) dynamic factor model with time-varying factor loadings
and stochastic volatility to account for permanent and transitory components and out-
liers in the transitory disturbance. The recent contributions of Martens (2016), Chan
et al. (2018), and Hasenzagl et al. (2022) also exploit the common trend model frame-
work to compute a long-run headline inflation forecast. For instance, Martens (2016),
within the Stock and Watson (1988) framework, include limited influence estimators of
core inflation and survey forecasts of future inflation in the information set. Chan et
al. (2018) build on Martens (2016) and use an unobserved component model to allow
for the long-run inflation expectation extracted from survey data to deviate from trend
inflation in a flexible and time-varying fashion. Hasenzagl et al. (2022) bridge all the
previous common trend approaches and estimate an eight-variate unobserved component
model, including output, employment, unemployment, oil prices, CPI inflation, CPI core
inflation, and survey forecasts of future inflation in the information set. Also within an
unobserved component framework, Kishor and Koenig (2022) set up a real-time model
for headline PCE inflation and slack, including first-release headline PCE inflation, ex-
food-and-energy CPI inflation, various measures of inflation expectations, a measure of
the unexpected unemployment rate, and a measure of the revision to last period headline
PCE inflation rate. See also Winne (2008) for an account of the core inflation literature.

2 Dataset construction

The dataset consists of a wide range of monthly seasonally adjusted economic and finan-
cial variables for the euro area 19 (moving composition) over the period 1999:1-2022:8.
The euro area, or the eurozone, consists of 19 countries that use the Euro as domestic cur-
rency: Belgium, Germany, Ireland, Spain, France, Italy, Luxembourg, the Netherlands,
Austria, Portugal, Finland, Greece, Slovenia, Cyprus, Malta, Slovakia, Estonia, Latvia,
and Lithuania. According to EABCN chronology, over the period investigated, there
have been three complete cyclical episodes (recession followed by expansion), i.e., 2008
Q1 (Peak) through 2009 Q2 (Trough), 2011 Q3 (Peak) through 2013 Q1 (Trough), 2019
Q4 (Peak) through 2020 Q2 (Trough). These recession episodes then span March 2008
through June 2009 (included), June 2011 through March 2013 (included), and March 2020
through September 2020 (included). Concerning financial episodes, we follow Morana
(2021) and point to the dot-com bubble, the subprime financial crises, and the euro-
zone sovereign debt crisis. The dot-com bubble spans the period from April 2000 (start)
through March 2003 (end), which shows a persistent decline in the S&P500 index. The
subprime financial crisis spans the period from August 2007 (start) to June 2009 (end),
which shows extreme distress in the euro area interbank market and the oil and stock
markets. The eurozone sovereign debt crisis, from October 2009 (start) through August
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2012 (end), shows high distress again in the euro area interbank market and the sovereign
bond markets for Greece, Spain, Ireland, Portugal, Cyprus, and Italy. Starting with Feb-
ruary 2022, a new episode of economic and financial distress can be noted, triggered by
Russia’s war in Ukraine.
Economic conditions and external and internal balance
As a measure of economic activity, we use the €-coin series (€g), scaled to yield a

monthly estimate of the year-on-year GDP growth rate, i.e., we multiply the year-on-
year quarterly €-coin GDP growth rate by a factor of four. The source is Bank of Italy.
We monitor labor market conditions using Eurostat’s monthly harmonized unemploy-
ment rate, measured as a year-on-year growth rate (u). The series is backcasted over
the period 1998:1-1998:3 using a U.C. model. The quarterly current account balance
measures the percentage of gross domestic product (ca). This series yields a measure
of the net position of the euro area relative to the rest of the world, where a positive
(negative) balance, i.e., net lending (borrowing) means that eurozone residents are net
creditors/suppliers (debtors) of funds to foreign residents. The source is the OECD. The
series is backcasted over the period 1998:1-1998:4 using a U.C. model. The quarterly
public deficit to GDP ratio (fd) measures the internal balance. If the balance is positive
(negative), the government has a surplus (deficit), i.e., tax revenues are higher (lower)
than fiscal expenses. The source is the ECB Government Financing Statistics. The series
is backcasted over the period 1998:1-2002:3 using annual figures available from Eurostat
and a U.C. model. Monthly figures are obtained from cubic interpolation of their quar-
terly figures, using actual series for end-points. The method assigns each value in the
quarterly series to the last monthly observation of the corresponding quarter. Then, it
sets all intermediate monthly observations on a natural cubic spline connecting all the
time points. See de Boor (1978) for details.
Prices, interest rates, and liquidity conditions
Our measure of price inflation is the year-on-year monthly HCPI (all goods) inflation

rate (π). The data source is Eurostat. To assess the internal and external adjustment
mechanisms during cyclical phases, we also include the monthly year-on-year rate of
growth of real earnings (rw) and the monthly year-on-year real effective exchange rate
return (rx), respectively. The monthly real earnings series is computed through cubic
spline interpolation of the quarterly series, obtained from the HICP deflated OECD
Hourly Earnings Index for Manufacturing. Both series are seasonally adjusted. Seasonally
adjusted real earnings are available from OECD. The seasonally adjusted HICP index is
computed using X-12 ARIMA. The real narrow effective exchange return is available
from the Bank for International Settlements. We use the New York Fed Global Supply-
Chain Pressure Index (gs) to monitor global supply chain conditions. The index is based
on various global transportation costs series and supply chain-related components of
Purchase Manager Index (PMI) surveys, i.e., delivery times, backlogs, and purchased
stocks, for manufacturing firms across China, the euro area, Japan, South Korea, Taiwan,
the United Kingdom, and the United States. We compute an annual moving average of
the series. To control for real energy prices (re), we use the IMF Fuel (Energy) Index,
which includes Crude oil (petroleum), Natural Gas, Coal Price, and Propane Indices. We
convert the original US$ index into Euros using the U.S. Dollars to Euro Spot Exchange
Rate available from the Fred database. We finally deflate the energy index using the
seasonally adjusted HICP index and compute a year-on-year monthly rate of growth.
We monitor monetary conditions using the annualized real short- and long-term inter-

est rates. In this respect, the policy/risk-free real interest rate is the real Euro short-term
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rate (€STR; ro), the real short-term rate is the 3-month real Euribor rate (rs), while
the real long-term interest rate is the 10-year government bond rate (rl). The ECB has
published Euro short-term rate figures since October 2019. Starting on 2 October 2019,
the EONIA rate has been calculated as the €STR plus a spread provided by the ECB
on 31 May 2019 as 8.5 basis points. Synthetic €STR values through January 1999 have
then been computed by applying the same scaling backward to the available EONIA rate
values. As additional measures of the monetary policy stance, we consider the year-on-
year monthly real money growth rate (rm) and the year-on-year excess money growth
rate (em). The former is computed as the difference between the year-on-year monthly
nominal M3 growth rate and the year-on-year monthly HICP inflation rate; the latter is
calculated as the difference between the year-on-year monthly nominal M3 growth rate
and the year-on-year scaled €-coin GDP growth rate. The M3 series is the euro area
(changing composition), Index of Notional Stocks, MFIs, central government and post
offi ce giro institutions reporting sector - Monetary aggregate M3, All currencies combined
- Euro area (changing composition) counterpart, Non-MFIs excluding central government
sector, Annual growth rate, data Working day and seasonally adjusted. The source of all
the above data is the ECB.
Cyclical financial conditions
Various indicators monitor cyclical financial conditions. Firstly, we consider the quar-

terly private credit gap, i.e., the quarterly ratio of total credit to private nonfinancial
sectors to the annual moving sum of quarterly nominal gross domestic product (cg). The
series is backcasted over the period 1998:1-1998:4 using a U.C. model and conditioning
on the M3 to GDP ratio. Moreover, we consider the quarterly house price gap, i.e., the
ratio of the quarterly house price index to the annual moving sum of quarterly nominal
gross domestic product (hg); the quarterly house price to income ratio, i.e., the quarterly
nominal house price index divided by nominal net disposable income per head (hi); the
quarterly house price to rent ratio, i.e., the quarterly nominal house price index divided
by the nominal rent price index (hr). We compute quarterly year-on-year growth rates
for the abovementioned variables and monthly figures through cubic spline interpolation.
The data source is the Bank for International Settlements for the credit gap series and
the OECD for the house price statistics. Thirdly, we consider the monthly year-on-year
real gold price return (rg). We use the Fixing Committee of the London Bullion Market
Association, London 3 PM fixed price, US$ per troy ounce gold price. The source is the
IMF. We convert the original US$ price into Euros by using the U.S. Dollars to Euro Spot
Exchange Rate. We deflate the gold price using the seasonally adjusted HICP index and
compute a year-on-year monthly return. Finally, concerning the stock market cycle, we
consider the 12-month MA of the monthly European Fama-French market factor return
(mk), i.e., the value-weight return of all (usable) firms, relative to the risk-free rate, mea-
sured by the three-month Treasury Bills rate (in monthly terms). The above variables
carry information about the financial cycle, i.e., on medium-term boom-bust swings in
financial asset prices, perceptions of value and risk, risk-taking behavior, and financing
constraint (Borio, 2014). During a typical financial cycle, the rapid increase in credit to
the private sector drives up property and asset prices, increasing collateral values and,
thus, the amount of credit the private sector can obtain further. The upswing contin-
ues until misalignments between actual and natural/fundamental asset prices have grown
too large, and the balance sheets of financial institutions are overstretched, making them
fragile and vulnerable. Then, the "bubble" bursts, and misalignments are progressively
corrected: as the process goes into reverse, a recession usually sets in, putting further
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stress on the financial system. In this respect, the financial cycle peak usually coincides
with a phase of sizable financial stress or a banking crisis.
Economic and financial uncertainty and financial condition measures
The set of financial stress indicators is comprised of interest rate spreads, uncertainty

measures, and financial condition indexes. Among interest rate spreads, we consider the
monthly 3-month Euribor-Euro Short Term Rate spread (so), which yields an overall
credit and liquidity risk measure for the interbank market. We also consider the monthly
term spread, computed as the difference between the 10-year government bond rate and
the Euro Short Term Rate rate (lo), which yields a measure of credit risk for the govern-
ment bond market. An increase in so then points to rising interbank market stress; on
the other hand, ls appears to be related to business cycle fluctuations, being generally
low at business-cycle peaks and high at business-cycle troughs (Fama and French, 1989).
The Composite Indicator of Systemic Sovereign Stress (SovCISS) by Garcia-de-Andoain
and Kremer (2018) is our measure of sovereign bond market stress. SovCISS (sc) inte-
grates measures of credit risk, volatility, and liquidity at short-term and long-term bond
maturities into a broad composite indicator. An increase in SovCISS points to increasing
sovereign debt default risk. Figures for the period 1999:1-200:8 are backcasted using the
re-scaled spread between the euro area 10-year government bond rate and the 10-year
Bund rate. The data source is the ECB. The monthly EURO STOXX 50 (implied) Volatil-
ity (VSTOXX) (vx) is our measure of economic and financial uncertainty (stock market
uncertainty). Monthly figures are averages of the available daily values. The data source
is Eurex. An increase (decrease) in implied stock market volatility signals higher stock
market uncertainty, generally occurring during an economic downturn (upturn) (Schwert,
1989a,b; Beltratti and Morana, 2006; see also Cipollini and Gallo, 2018). Finally, our
measure of overall financial conditions is the new Composite Indicator of Systemic Stress
(New-CISS) introduced by Hollo et al. (2012). The New-CISS (nc) embeds information
on bank and non-bank financial intermediaries, money markets, securities (equities and
bonds), and foreign exchange markets. A monthly series is obtained by averaging daily
figures over each month. An increase in this financial condition index points to increasing
financial distress.
Expectations of future economic conditions
We consider three market-based measures of revisions in expectations of future eco-

nomic conditions, i.e., the 12-month MA of the monthly European Fama and French
(1993) size (SMB, sb) and value (HML, hl) factor returns, and Charart (1997) momen-
tum (MOM, mm) factor returns. These variables are well-known for mimicking state
variables related to firms’ economic and financial stress. For instance, unanticipated
higher profitability of small and value firms might be related to favorable changes in the
investment opportunity set and, therefore, to expectations of an improved macroeconomic
outlook. Hence positive size and momentum shocks might signal the anticipation of an
economic upturn. On the other hand, a positive momentum shock may not necessarily
signal improved macroeconomic conditions. This is because momentum may persist over
expansions and, temporarily, over economic downturns. In fact, in the expectation of an
incoming recession, momentum would be eroded progressively as financial institutions
lever down, shrinking stocks’liquidity. Yet if fundamentals are persistent and reflected
in stock returns, firms with stronger fundamentals would outperform firms with weaker
fundamentals also in economic downturns. Hence, positive momentum shocks might also
reveal expectations of unfavorable changes in the investment opportunity set. See Morana
(2017), Morana (2014), and Bagliano and Morana (2017) for supporting empirical evi-

7



dence. The role of changing expectations in business cycle fluctuations has also been
theoretically formalized by Beaudry and Portier (2014) within their expectation-driven
business cycle theory.

3 Economic interpretation of selected PCs

In light of the scope of the paper, we focus on those stylized facts most informative to
account for output and inflation variability historically. To sum up, we find that f̂n1
convey information on macro-financial interactions associated with the financial cycle,
and f̂a1 and f̂a2 with the business cycle, about its demand and supply-side determinants.
f̂n2 convey information on medium to long-term supply-side conditions, and f̂n3 and f̂n4
on medium to long-term fiscal and monetary policy management, respectively. Finally,
f̂a3 , f̂a4 yield information on short-term financial developments without a sizable impact
on output and inflation. Details are provided in the following Subsections.

3.1 Macro-financial interactions over the financial cycle

f̂n1 conveys information on the financial cycle, which, in its building-up phase, shows
sustained economic growth, rising asset prices, expanding liquidity, falling real long-term
interest rates, and improving economic outlook. In this context, economic and financial
expansions are aligned and fuel each other. Opposite dynamics characterize its downward
phase (Borio, 2014). Coherently, as shown by the PC-regression analysis reported in
Table A3, f̂n1 impacts (loads) positively (negatively) and significantly (5% level) real
output growth (unemployment), liquidity (the long-term rate and the term spread) and
housing prices, size and value factor returns (stock volatility, financial stress, and gold
price return), the real effective exchange rate, the current account and the fiscal deficit to
GDP ratios. Interestingly, f̂n1 does not significantly impact headline inflation, consistent
with potential output growth being non-inflationary, i.e., inflation expectations remaining
anchored to the central bank’s long-term inflation objective.
Moreover, as shown in Table A4, f̂n1 is the largest contributor to the variability

of some key variables affected by the financial cycle, i.e., real money balances (30%),
housing prices (40% to 70%), and the term spread (44%); the SovCISS (56%), interbank
stress (41%) and New-CISS (30%) indicators. f̂n1 accounts for 18% (27%) of output
(unemployment) variance, confirming its association also with low-frequency fluctuations
in real activity and employment. Finally, it also accounts for a sizable proportion of
variance for the real long-term rate, the size and value factors, and external and domestic
imbalances (8% to 15%).
f̂n1 is plotted in Figure A8, top plot. Coherent with Morana (2021), almost two

complete boom-bust phases have characterized the euro area financial cycle since the early
2000s. In peak-to-peak chronology, the first financial cycle peaks in early 2005. However,
the bust phase in the financial cycle appears to gain momentum since mid-2006, leading
to the financial crisis of over one year. Its trough spans about two years, between the end
of the Great Recession and the early phase of the sovereign debt recession (June 2009-
October 2011). The pandemic recession did not mark the peak of the second financial
cycle due to the resilience of the underlying macro-financial context and the prompt and
sizable fiscal and monetary policy reactions. At this stage, it is still uncertain whether the
current geopolitical crisis might mark the peak of the second financial cycle. If anything,
a provisional turning point could be dated in December 2020.
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3.2 Macro-financial interactions over the business cycle

f̂a1 and −f̂a2 convey information about the business cycle concerning its demand-side and
supply-side drivers, respectively. During the building-up phase of the business cycle, out-
put and employment expand, financial assets appreciate, the economic outlook improves,
and countercyclical economic policy fosters macro and financial stability. Moreover, a
demand-side expansion would pull inflation upward, while a supply-side expansion would
push inflation downward. A typical worsening in short-term, cyclical conditions, i.e., the
contractionary phase of the business cycle, would be characterized by opposite dynamics
to those described above.
Coherently, as shown in Table A3, f̂a1 positively impacts real output growth and

inflation and negatively affects unemployment and real wages, which are countercyclical
to output fluctuations. On the other hand, −f̂a2 positively impacts real output growth
and negatively inflation. f̂a1 and −f̂a2 also impact positively (negatively) the size or
value risk factors, the term spread, housing, and stock prices (stock market volatility,
gold price returns, and various financial stress indexes). The demand component f̂a1 also
positively loads on real energy prices and transport costs (supply chain index), while the
supply component −f̂a2 negatively on transport costs. This pattern is consistent with a
demand expansion driving upward production costs, and a supply-side expansion being
being concurrent with a contraction in marginal costs. A countercyclical monetary policy
response follows in both cases. f̂a1 negatively impacts liquidity and credit. Still, Taylor’s
principle does not apply, as nominal short and long-term interest rates increase less than
inflation during the upturn and the current account worsens. On the other hand, −f̂a2
impacts negatively liquidity and positively real short and long-term interest rates; the
impacts on the fiscal deficit to GDP ratio is also negative, while the current account
improves.
As shown in Table A4, f̂a1 and f̂a2 jointly account for about 40% of output and inflation

variances and 76% of stock returns variance. Yet, f̂a1 impacts relatively more on inflation
than output and stock returns (35% vs. 14% and 16%), and the other way around for f̂a2
(9% vs. 26% and 60%). f̂a1 also accounts for a large proportion of variance for real energy
prices (32%), real wages (47%), and the value factor (12%), while f̂a2 for the size factor
(37%) and the SovCISS and New-CISS indexes (18%-34%). Moreover, f̂a1 accounts for a
larger proportion of variance for real short-term interest rates and liquidity than f̂a2 , i.e.,
15%-35% vs. 5-11%, respectively, and the other way around for the fiscal deficit (16%,
f̂a2). Finally, f̂a1 and f̂a2 similarly account for about 6% of real long-term interest rate
variance, 9%-13% of housing price variance, and 12%-16% of stock market volatility.
f̂a1 and −f̂a2 are plotted in Figure A9, top plot and upper center plot, respectively. As

shown in the plots, demand and supply-side factors contributed to the depth of all three
recessions in the sample, i.e., the Great Recession and the recessions associated with the
sovereign debt crisis and the pandemic. Noticeable is the negative correlation between
the two components since May 2021, pointing to persistent demand-side pressure in the
face of deteriorating supply-side conditions.

3.3 Supply-side medium to long-term disinflationary pressure

−f̂n2 is informative on the medium to long-term disinflationary trend induced in advanced
countries by globalization since the 1980s. The concurrent macroeconomic regime, i.e.,
the Great Moderation, was the joint outcome of improved economic policy management
and favorable supply-side shocks, increasing potential growth, reducing production costs,
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and leading to a prolonged period of low and stable inflation. As the historical experience
showed, sizable swings in asset prices occurred, despite an environment with high macro-
financial stability potential. A reversal of these developments, i.e., a de-globalization
scenario and the end of the Great Moderation regime, can be read in terms of a persis-
tent increase in −f̂n2 . Coherently, as shown in Table A3, −f̂n2 loads positively on the
global supply-chain pressure index, real energy prices, and the inflation rate. The overall
monetary policy stance appears expansionary, as −f̂n2 positively impacts liquidity and
decreases real short and long-term interest rates and the term spread. Differently, the
fiscal stance appears contractionary, as −f̂n2 negatively impacts the fiscal deficit to GDP
ratio. −f̂n2 also positively (negatively) impacts gold prices, stock market volatility, the
New-CISS and SovCISS financial condition indexes, and housing (stock) prices, pointing
to weakening financial conditions and a switch from the stock to the housing market.
Moreover, as shown in Table A4, f̂n2 is the largest contributor to the supply-chain

pressure index, accounting for about 50% of its variance. It also accounts for about 13%
of the variance of real energy prices, real wages growth, headline inflation, and the real
short-term rates, 26% for the real long-term rate variance, and about 10% of the variance
for housing prices, the fiscal deficit, the term spread, and various financial condition
measures (6%). Finally, the impact on output and unemployment is null, also regarding
their accounted variance, showing output neutrality in the investigated sample.
As shown in Figure A8, upper center plot, −f̂n2 has been on a downward/disinflationary

trend during all three recessions in the sample. Noticeable is its persistent upward drift
in the post-pandemic recession period and its stabilization at levels never experienced
since the inception of the euro area. It is early to establish whether this is the first man-
ifestation of a new macroeconomic regime unfolding ahead, showing high inflation and
slow growth (Spence, 2022) or even -a Great- stagflation, as recently argued by Roubini
(2002a,b). Most favorable supply-side developments during the Great Moderation are
at risk of undoing due to de-globalization forces reducing international trade and tech-
nological, capital, and migratory flows. Moreover, the green transition might generate
further pressures on energy prices. Empirically, −f̂n2 in our sample is output-neutral.
Yet, as shown by Borio (2022), high and low inflation regimes are very different, notably
in their self-reinforcing property, through their impact on wage and price settings. In a
high-inflation regime, the likelihood of wage-price spirals increases, as the risk of dean-
choring agents’expectations and undermining central bank credibility. The 1970s and
1980s stagflation exemplify the above threats (Blinder, 1982).

3.3.1 Economic policy in the medium to long-term

−f̂n3 and f̂n4 are informative on medium to long-term fiscal and monetary policy, respec-
tively. Both policies are countercyclical. An increase in −f̂n3 , i.e., a fiscal expansion,
concurrent with monetary accommodation, contrasts a deterioration in real activity and
labor market conditions improving financial markets and economic sentiments. As shown
in Table 1, −f̂n3 negatively loads the fiscal deficit to GDP ratio, i.e., it makes it more
negative (fiscal expansion). It then negatively loads output growth and positively the
unemployment rate. It positively loads inflation and excess liquidity (monetary accom-
modation), the size and value factors, and housing and stock prices (improving economic
sentiments and financial markets). It also positively (negatively) loads the exchange
rate (the current account). An increase in f̂n4 , i.e., a monetary contraction, concurrent
with a fiscal contraction, contrasts an inflationary output expansion within a context
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of abundant liquidity, improving economic sentiments, appreciating housing prices, and
destabilizing financial conditions. As shown in Table A3, f̂n4 positively loads real short
and long-term interest rates (interest rates hikes), output, inflation, the fiscal deficit
(fiscal contraction), credit and liquidity, the value factor, the house price to rent ratio
(improving economic sentiments and financial markets), financial stress measures. It also
positively (negatively) loads the exchange rate (the current account and the global supply
chain pressure index).
As shown in Table A4, f̂n3 is the largest contributor to fiscal deficit to GDP ratio

variance (25%) and the second largest contributor to the unemployment rate variability
(26%). It accounts for 5% of output and inflation variance. f̂n4 is the largest contributor to
short (50%) and long-term (37%) real interest rates and current account (55%) variances.
It also sizably accounts for the variability of credit (29%), liquidity and interbank stress
(7%-10%), and supply-chain pressures (15%). It accounts for 2%-3% of output and
inflation variance.
As shown in Figure A8, lower center and bottom plots, euro area fiscal and mone-

tary policies appear to have been countercyclical in all three recessions in the sample,
expanding in recessions and contracting in expansions. The fiscal expansion is noticeably
shallower during the sovereign debt crisis than the other crises in the sample. A regime
change can be noted in ECB monetary policy, separated by the sovereign debt crisis. A
relatively tighter monetary stance characterizes the first regime, while the second regime
is looser (zero lower bound and Q.E. policy). The transition between the two regimes
was smooth; it started during the late phase of the Great Recession and ended during
the sovereign debt recession. The monetary policy response was countercyclical on these
occasions. The upper spike during the pandemic recession likely signals the increase in
the real interest rate determined by the temporary deflation at the zero lower bound. On
this occasion, ECB monetary policy was countercyclical by introducing a new round of
Q.E., i.e., the Pandemic Emergency Purchase Program (PEPP).

3.3.2 Short-term financial developments

f̂a3 , f̂a4 convey information on deteriorating short-term financial developments without
effects on inflation. Moreover, only f̂a4 impacts output growth. In particular, f̂a4 con-
veys information on falling gold and housing prices, decreasing real short-term interest
rates, shrinking credit, and emerging financial distress within a scenario of deteriorating
international competitiveness, output, and labor market conditions. Historically, it is
informative about the excess depth of the Great Recession (relative to other historical
episodes), possibly concerning the effects of the contraction in international trade which
occurred during the episode (Figure A9, bottom plot). As shown in Table A3, f̂a4 nega-
tively impacts real gold prices, credit and housing prices, real short-term interest rates,
and GDP growth. Moreover, it positively impacts the real effective exchange rate, un-
employment rate, stock market volatility, financial condition indexes, and the size and
value factors, the term spread. As shown in Table A4, it accounts for 36% of real gold
price returns variance and 28% for the real effective exchange rate. It also accounts for
about 3%-5% of variability for output growth, the unemployment rate, the term spread,
the value factor, and private credit. The impact on housing prices and the financial con-
dition indexes is also small. On the other hand, f̂a3 conveys information on a short-term
housing price expansion within a weakening economic outlook and overall financial envi-
ronment. It positively impacts housing prices and credit, real gold prices, stock market
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volatility, the various financial stress indices, the term spread, and the size factor, and
accounts for about 11%-16% of their variance. Furthermore, it negatively impacts the
value factor and accounts for 30% of its variance. As output and inflation neutral, we do
not further investigate its economic content.
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Table A1: MLT-ST decompositions  
Panel A 
 €g 𝒖 rw 𝛑 em ro rs vl sb 
𝜽𝟎 1.774 

(0.501) 
-0.036 
(0.006) 

 

3.313 
(0.669) 

0.023 
(0.504) 

0.222 
(1.208) 

1.909 
(0.180) 

4.044 
(0.816) 

5.367 
(0.500) 

-0.105 
(0.130) 

𝜽𝟏 -0.004 
(0.003) 

- 
 

-0.019 
(0.005) 

0.020 
(0.004) 

0.029 
(0.008) 

-0.031 
(0.004) 

-0.031 
(0.006) 

-0.032 
(0.004) 

- 

𝜽𝒔,𝟏 - -0.022 
(0.007) 

-1.808 
(0.439) 

3.540 
(0.562) 

4.324 
(0.794) 

- -1.405 
(0.549) 

-2.158 
(0.403) 

- 

𝜽𝒔,𝟐 - 
 

0.036 
(0.010) 

-0.808 
(0.261) 

2.062 
(0.410) 

- - -1.051 
(0.301) 

-0.868 
(0.243) 

- 
 

𝜽𝒄,𝟏 1.133 
(0.433) 

- - -2.553 
(0.544) 

- 3.648 
(0.685) 

- - 0.822 
(0.217) 

𝜽𝒄,𝟐 -0.441 
(0.326) 

0.076 
(0.011) 

- -0.781 
(0.287) 

- 0.714 
(0.213) 

- 0.436 
(0.134) 

- 

𝜽𝒔,𝟏,𝟏 - - - - - -3.659 
(0.725) 

- -1.366 
(0.215) 

-0.305 
(0.169) 

𝜽𝒔,𝟏,𝟐 - -0.054 
(0.009) 

- - - - - - - 

𝜽𝒄,𝟏,𝟏 - -0.112 
(0.015) 

- 3.938 
(0.741) 

- -3.222 
(0.678) 

- - -0.904 
(0.212) 

𝜽𝒄,𝟏,𝟐 - - - - -1.660 
(0.585) 

-0.641 
(0.192) 

-0.584 
(0.208) 

-0.314 
(0.096) 

- 

          

𝑹𝟐 0.180 0.629 0.343 0.667 0.327 0.768 0.729 0.854 0.539 

𝑹ന𝟐 0.171 0.623 0.336 0.660 0.320 0.763 0.725 0.852 0.536 

          

𝑲𝑷𝑺𝑺 0.220 0.255 0.203 0.146 0.119 0.075 0.089 0.200 0.067 

𝑲𝑷𝑺𝑺𝒏 0.045 0.054 0.273 0.204 0.055 0.033 0.034 0.032 0.057 

𝑲𝑷𝑺𝑺𝒂 0.028 0.030 0.049 0.031 0.030 0.045 0.094 0.045 0.030 

 
Panel B  
 hl mm rx ca ls 𝒇𝒅 𝒉𝒈 𝒉𝒊 𝒉𝒓 
𝜽𝟎 0.325 

(0.209) 
0.562 

(0.220) 
1.518 

(1.319) 
-1.294 
(0.240) 

2.090 
(0.114) 

-0.764 
(0.628) 

-1.568 
(0.416) 

-1.965 
(0.429) 

-2.392 
(0.394) 

𝜽𝟏 - - -0.031 
(0.009) 

0.015 
(0.002) 

- 
 

-0.018 
(0.004) 

- 0.015 
(0.003) 

0.030 
(0.002) 

𝜽𝒔,𝟏 - 1.703 
(0.483) 

6.383 
(1.344) 

- -0.878 
(0.164) 

-0.670 
(0.307) 

2.144 
(0.390) 

2.784 
(0.255) 

4.238 
(0.307) 

𝜽𝒔,𝟐 - 1.798 
(0.528) 

6.902 
(1.531) 

0.544 
(0.127) 

- - 
 

- - - 

𝜽𝒄,𝟏 − - - 0.345 
(0.164) 

-1.181 
(0.132) 

-2.069 
(0.438) 

6.690 
(1.109) 

4.505 
(0.527) 

4.598 
(0.427) 

𝜽𝒄,𝟐 - 
 

-0.631 
(0.301) 

- -0.976 
(0.148) 

0.376 
(0.119) 

-2.414 
(0.274) 

- - 
 

-1.576 
(0.305) 

𝜽𝒔,𝟏,𝟏 0.780 
(0.312) 

-2.197 
(0.650) 

-14.37 
(1.710) 

- 
 

1.183 
(0.203) 

- -4.203 
(0.890) 

-2.007 
(0.380) 

- 

𝜽𝒔,𝟏,𝟐 -0.604 
(0.242) 

- -7.807 
(1.039) 

- - - - - - 

𝜽𝒄,𝟏,𝟏 -0.732 
(0.252) 

1.338 
(0.501) 

- - - 3.752 
(0.478) 

-3.819 
(0.680) 

-2.288 
(0.440) 

- 

𝜽𝒄,𝟏,𝟐 - - 
 

- - 0.401 
(0.137) 

- 
 

- - -1.737 
(0.246) 

         - 

𝑹𝟐 0.415 0.311 0.464 0.763 0.655 0.693 0.620 0.760 0.843 

𝑹ന𝟐 0.408 0.292 0.454 0.759 0.649 0.688 0.615 0.756 0.840 

          

𝑲𝑷𝑺𝑺 0.503 0.078 0.113 0.173 0.217 0.154 0.273 0.307 0.352 

𝑲𝑷𝑺𝑺𝒏 0.055 0.024 0.063 0.021 0.043 0.204 0.135 0.239 0.147 

𝑲𝑷𝑺𝑺𝒂 0.028 0.030 0.035 0.081 0.047 0.029 0.110 0.030 0.026 

 



  
 
Table A1: MLT-ST decompositions continued 
Panel C  

 rg mk rm 𝒄𝒈 vx sc so nc gs re 
𝜽𝟎 5.060 

(1.631) 
0.392 

(0.204) 
1.150 

(0.598) 
1.815 

(0.324) 
23.874 
(0.991) 

0.204 
(0.014) 

0.471 
(0.034) 

0.177 
(0.018) 

-1.640 
(0.155) 

-31.257 
(14.13) 

𝜽𝟏 - - 
 

-  - - - 
 

- 
 

0.0111 
(0.001) 

0.432 
(0.107) 

𝜽𝒔,𝟏 - - 3.571 
(0.464) 

1.802 
(0.324) 

- - - - 0.759 
(0.106) 

42.260 
(9.952) 

𝜽𝒔,𝟐 -9.117 
(2.601) 

- - - - 0.050 
(0.019) 

-0.094 
(0.028) 

- - - 

𝜽𝒄,𝟏 - - 5.856 
(1.032) 

- - -0.274 
(0.030) 

-0.655 
(0.058) 

-0.091 
(0.020) 

0.381 
(0.079) 

- 

𝜽𝒄,𝟐 7.278 
(2.041) 

-0.472 
(0.283) 

- - 4.747 
(1.150) 

0.056 
(0.017) 

- 0.030 
(0.019) 

0.441 
(0.069) 

- 

𝜽𝒔,𝟏,𝟏 - -0.313 
(0.291) 

-5.524 
(0.835) 

- - - 0.297 
(0.039) 

- - 36.846 
(10.20) 

𝜽𝒔,𝟏,𝟐 - - - − - -0.064 
(0.012) 

- - - 33.940 
(7.411) 

𝜽𝒄,𝟏,𝟏 -7.673 
(2.826) 

- -3.567 
(1.030) 

- - 0.161 
(0.032) 

0.444 
(0.057) 

- - 39.479 
(6.702) 

𝜽𝒄,𝟏,𝟐 - 
 

0.901 
(0.256) 

-0.995 
(0.479) 

- 
 

-3.205 
(1.220) 

- -0.064 
(0.024) 

-0.083 
(0.025) 

- - 

           

𝑹𝟐 0.259 0.150 0.561 0.240 0.161 0.703 0.686 0.406 0.815 0.419 

𝑹ന𝟐 0.251 0.142 0.553 0.237 0.151 0.698 0.681 0.399 0.812 0.409 

           

𝑲𝑷𝑺𝑺 0.103 0.073 0.092 0.062 0.288 0.292 0.334 0.147 0.170 0.135 

𝑲𝑷𝑺𝑺𝒏 0.026 0.045 0.042 0.025 0.036 0.062 0.102 0.043 0.033 0.058 

𝑲𝑷𝑺𝑺𝒂 0.062 0.028 0.093 0.113 0.384 0.067 0.055 0.071 0.038 0.025 
 

 

In the Table, Panels A-C report the estimated econometric models employed for decomposing the various 
variables. HACSE standard errors are reported in square brackets. 𝑅ଶ and 𝑅ധଶ are the unadjusted and adjusted 
coefficients of determination, respectively. KPSS and KPSSa are the  Kwiatkowski-Phillips-Schmidt-Shin tests 
for stationarity or trend stationarity conducted on the actual variables and the estimated residuals, respectively. 
The asymptotic critical values for the null hypothesis of stationarity (trend stationarity) are 0.739, 0.463, and 
0.347 (0.216, 0.146, and 0.119) for the 1%, 5%, and 10% levels, respectively. KPSSn is the Becker-Enders-Lee 
test for second-order nonlinear trend stationarity conducted on the actual variables excluding (including) the 
linear time trend in the specification. The asymptotic critical values for the null hypothesis of stationarity are 
0.662, 0.408, and 0.305 (0.197, 0.128, 0.099) for the 1%, 5%, and 10% levels, respectively. Bartlett Kernel and 
Newey-West bandwidth are employed to compute the various KPSS tests. The variables are the €-coin GDP growth 
rate (€g), the change in the unemployment rate (𝒖), the real wage growth rate (rw), the inflation rate (𝛑), the excess money 
growth rate (em), the real overnight, short- and long-term interest rates (ro, rs, rl), the Fama-French size, value and market 
factors (sb, hl, mk), the Charart momentum factor (mm), the real effective exchange rate return (rx), the current account 
to GDP ratio (ca), the fiscal deficit to GDP ratio (𝒇𝒅), the term spread (lo), the house price to GDP ratio (𝒉𝒈), the house 
price to income ratio (𝒉𝒊), and the house price to rent ratio (𝒉𝒓), the real gold price return (rg), and the real M3 growth rate 
(rm), the credit to GDP ratio (𝒄𝒈), the VSTOXX implied volatility index (vx), the New-CISS composite financial condition 
index (nc), the Euribor-Eonia spread (so), the composite indicator of systemic sovereign stress (sc); the monthly NY Fed 
Global Supply Chain Pressure Index (gs), and the real energy price growth rate (re). 

 

 

 

 

 



Table A2: Principal components analysis 
 
Panel A: Selected estimated eigenvalues, medium to long-term components 
 𝑷𝑪𝟏 𝑷𝑪𝟐 𝑷𝑪𝟑 𝑷𝑪𝟒 𝑷𝑪𝟓 𝑷𝑪𝟔 𝑷𝑪𝟕 𝑷𝑪𝟖 
EigenVa 8.75 4.66 3.39 2.93 2.05 1.83 1.37 1.26 
% var 31.26 16.63 12.09 10.46 7.33 6.55 4.88 4.50 
% cum 31.26 47.89 59.99 70.44 77.77 84.32 89.20 93.70 
ሺ𝐬/𝐧ሻି𝟏 0.0024 0.0000 0.0286 0.0488 - - - - 

 
Panel B: Selected estimated eigenvalues, short-term components 
 𝑷𝑪𝟏 𝑷𝑪𝟐 𝑷𝑪𝟑 𝑷𝑪𝟒 𝑷𝑪𝟓 𝑷𝑪𝟔 𝑷𝑪𝟕 𝑷𝑪𝟖 
EigenVa 7.16 5.16 3.36 2.00 1.60 1.16 1.09 0.97 
% var 25.57 18.43 11.98 7.13 5.70 4.16 3.88 3.46 
% cum 25.57 44.00 55.99 63.12 68.81 72.97 76.85 80.31 
ሺ𝐬/𝐧ሻି𝟏 0.0000 0.0000 0.0000 0.0000 - - - - 

 
Panel C: Composition of eigenvectors 
EigenVe €g 𝒖 rw △ 𝛑 ሺ𝛑ሻ △em (em) △ro (ro) △rs (rs) △rl (rl) 
𝑷𝑪𝒏,𝟏 0.290 -0.205 -0.047 0.070 0.131 0.004 0.029 -0.091 
𝑷𝑪𝒏,𝟐 -0.013 0.000 0.182 -0.288 -0.009 0.252 0.316 0.302 
𝑷𝑪𝒏,𝟑 0.068 -0.373 0.349 0.088 0.339 0.045 0.167 -0.183 
𝑷𝑪𝒏,𝟒 0.180 -0.003 0.237 -0.090 0.113 0.087 0.006 0.168 
𝑷𝑪𝒂,𝟏 0.199 -0.217 -0.298 0.281 -0.256 -0.279 -0.281 -0.269 
𝑷𝑪𝒂,𝟐 -0.255 -0.016 -0.014 0.197 0.153 -0.129 -0.112 -0.179 
𝑷𝑪𝒂,𝟑 -0.052 0.237 -0.024 -0.070 0.037 -0.181 -0.126 0.072 
𝑷𝑪𝒂,𝟒 -0.149 0.322 -0.015 -0.034 0.095 -0.129 -0.186 0.008 

 
EigenVe sb hl mm rx ca lo 𝒇𝒅 𝒉𝒈 
𝑷𝑪𝒏,𝟏 0.203 0.133 0.083 0.085 0.128 -0.265 0.167 0.313 
𝑷𝑪𝒏,𝟐 0.246 0.112 0.048 -0.001 0.031 0.128 0.171 -0.097 
𝑷𝑪𝒏,𝟑 -0.210 -0.338 0.109 -0.314 0.056 -0.066 0.285 -0.068 
𝑷𝑪𝒏,𝟒 -0.106 0.192 0.083 0.125 -0.479 -0.131 0.163 0.036 
𝑷𝑪𝒂,𝟏 0.033 0.153 -0.108 -0.041 -0.093 0.114 -0.020 -0.026 
𝑷𝑪𝒂,𝟐 -0.290 0.035 0.108 -0.081 -0.266 -0.011 0.287 -0.253 
𝑷𝑪𝒂,𝟑 0.247 -0.366 0.171 -0.137 -0.046 0.343 -0.264 0.294 
𝑷𝑪𝒂,𝟒 0.167 0.158 -0.197 0.438 0.106 0.294 -0.125 -0.022 

 
EigenVe 𝒉𝒊 𝒉𝒓 rg mk rm 𝒄𝒈 vx sc 
𝑷𝑪𝒏,𝟏 0.287 0.304 -0.189 0.026 0.235 0.057 -0.162 -0.314 
𝑷𝑪𝒏,𝟐 -0.183 -0.157 -0.139 0.168 -0.079 -0.002 -0.294 -0.083 
𝑷𝑪𝒏,𝟑 -0.155 -0.036 -0.150 -0.127 -0.111 -0.282 0.136 -0.026 
𝑷𝑪𝒏,𝟒 0.021 0.047 0.078 -0.340 0.164 0.428 0.216 -0.040 
𝑷𝑪𝒂,𝟏 0.095 0.274 0.007 0.147 -0.300 -0.225 -0.137 0.035 
𝑷𝑪𝒂,𝟐 -0.079 -0.087 0.109 -0.351 -0.103 -0.065 0.201 0.364 
𝑷𝑪𝒂,𝟑 0.349 0.075 0.254 0.006 0.008 0.111 0.182 0.176 
𝑷𝑪𝒂,𝟒 -0.134 -0.234 -0.473 -0.036 -0.008 -0.180 0.138 0.077 

 
EigenVe so nc gs re     
𝑷𝑪𝒏,𝟏 -0.276 -0.287 0.032 0.047     
𝑷𝑪𝒏,𝟐 -0.036 -0.162 -0.387 -0.339     
𝑷𝑪𝒏,𝟑 0.000 0.046 -0.059 0.084     
𝑷𝑪𝒏,𝟒 0.211 0.158 -0.223 0.094     
𝑷𝑪𝒂,𝟏 -0.029 -0.070 0.239 0.248     
𝑷𝑪𝒂,𝟐 0.167 0.332 0.032 -0.119     
𝑷𝑪𝒂,𝟑 0.225 0.159 0.119 0.065     
𝑷𝑪𝒂,𝟒 -0.111 0.115 0.185 0.010     

 
Panel A in the Table reports the sample eigenvalues (EigenVa) corresponding to the largest eight PCs (𝑷𝑪𝟏, … ,𝑷𝑪𝟖) of the 
medium to long-term components, their percentage of the accounted total variance (% var), the cumulative percentage of 
the accounted total variance (% cum), and the inverse signal-to-noise ratios ሺ𝐬/𝐧ሻି𝟏. Panel B reports the same statistics 
for the short-term components. Panel C reports the composition of the sample eigenvectors associated (EigenVe) with the 
selected largest four eigenvalues for the medium to long-term (n) and short-term (a) components. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table A3:  Regressions of demeaned actual variables on standardized PCs    
 

 €g 𝒖 rw 𝛑 em ro rs rl 
𝑷𝑪𝒏,𝟏 0.865 

(0.000) 
-0.035 
(0.000) 

-0.004 
(0.968) 

0.044 
(0.604) 

0.827 
(0.004) 

0.160 
(0.009) 

-0.002 
(0.973) 

-0.521 
(0.000) 

െ𝑷𝑪𝒏,𝟐 0.089 
(0.503) 

-0.002 
(0.469) 

-0.462 
(0.000) 

0.567 
(0.000) 

0.834 
(0.000) 

-0.731 
(0.000) 

-0.723 
(0.000) 

-0.992 
(0.000) 

െ𝑷𝑪𝒏,𝟑 -0.463 
(0.000) 

0.034 
(0.000) 

-0.296 
(0.000) 

0.280 
(0.000) 

0.697 
(0.010) 

-0.070 
(0.234) 

-0.084 
(0.146) 

0.045 
(0.636) 

𝑷𝑪𝒏,𝟒 0.315 
(0.007) 

0.001 
(0.657) 

0.220 
(0.006) 

0.205 
(0.025) 

0.708 
(0.053) 

1.362 
(0.000) 

1.439 
(0.000) 

1.180 
(0.000) 

𝑷𝑪𝒂,𝟏 0.968 
(0.000) 

-0.025 
(0.000) 

-0.878 
(0.000) 

0.875 
(0.000) 

-1.851 
(0.000) 

-0.736 
(0.000) 

-0.729 
(0.000) 

-0.494 
(0.000) 

െ𝑷𝑪𝒂,𝟐 1.094 
(0.000) 

0.009 
(0.008) 

0.108 
(0.239) 

-0.517 
(0.000) 

-1.139 
(0.000) 

0.475 
(0.000) 

0.418 
(0.000) 

0.532 
(0.000) 

𝑷𝑪𝒂,𝟑 -0.168 
(0.228) 

0.017 
(0.000) 

-0.085 
(0.247) 

-0.017 
(0.839) 

0.169 
(0.620) 

-0.405 
(0.000) 

-0.351 
(0.000) 

-0.018 
(0.880) 

𝑷𝑪𝒂,𝟒 -0.326 
(0.002) 

0.013 
(0.000) 

-0.022 
(0.768) 

0.104 
(0.226) 

0.394 
(0.091) 

-0.245 
(0.000) 

-0.251 
(0.000) 

-0.016 
(0.828) 

R2 0.76 0.88 0.76 0.82 0.63 0.93 0.93 0.85 
 

 sb hl mm rx ca lo 𝒇𝒅 𝒉𝒈 
𝑷𝑪𝒏,𝟏 0.176 

(0.000) 
0.355 

(0.000) 
0.134 

(0.453) 
1.416 

(0.008) 
0.485 

(0.000) 
-0.681 
(0.000) 

0.692 
(0.000) 

1.785 
(0.000) 

െ𝑷𝑪𝒏,𝟐 -0.112 
(0.062) 

-0.117 
(0.057) 

-0.101 
(0.251) 

-0.491 
(0.259) 

-0.140 
(0.152) 

-0.261 
(0.000) 

-0.542 
(0.000) 

0.853 
(0.000) 

െ𝑷𝑪𝒏,𝟑 0.112 
(0.022) 

0.549 
(0.000) 

0.215 
(0.065) 

1.866 
(0.007) 

-0.305 
(0.004) 

0.115 
(0.131) 

-0.882 
(0.000) 

0.724 
(0.000) 

𝑷𝑪𝒏,𝟒 -0.038 
(0.348) 

0.353 
(0.000) 

0.118 
(0.370) 

1.307 
(0.045) 

-1.147 
(0.000) 

-0.182 
(0.040) 

0.427 
(0.000) 

-0.104 
(0.335) 

𝑷𝑪𝒂,𝟏 0.030 
(0.288) 

0.441 
(0.000) 

-0.203 
(0.113) 

-0.282 
(0.628) 

-0.231 
(0.001) 

0.242 
(0.000) 

-0.003 
(0.974) 

-0.334 
(0.014) 

െ𝑷𝑪𝒂,𝟐 0.331 
(0.000) 

-0.002 
(0.973) 

-0.315 
(0.027) 

1.369 
(0.002) 

0.321 
(0.001) 

0.058 
(0.434) 

-0.713 
(0.000) 

0.992 
(0.000) 

𝑷𝑪𝒂,𝟑 0.198 
(0.000) 

-0.698 
(0.000) 

0.365 
(0.016) 

-1.210 
(0.019) 

-0.056 
(0.451) 

0.387 
(0.000) 

-0.526 
(0.000) 

0.922 
(0.000) 

𝑷𝑪𝒂,𝟒 0.083 
(0.010) 

0.218 
(0.003) 

-0.209 
(0.102) 

3.170 
(0.000) 

0.157 
(0.065) 

0.229 
(0.000) 

0.115 
(0.313) 

-0.269 
(0.007) 

R2 0.70 0.71 0.28 0.56 0.81 0.77 0.80 0.87 
 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The Table reports the results of the estimated PC regressions for any of the demeaned monthly variables in the data set 
on the first four standardized PCs extracted from the MLT (𝑷𝑪𝒏,𝒊) and ST (𝑷𝑪𝒂,𝒊) series. The figures in bold are statistically 
significant at the 5% level. Figures in round brackets refer to Newey-West consistent t-ratio p-values. R2 is the coefficient 
of determination. The Table omits the intercept and the impulse dummies that are included to account for outlying residuals. 
The variables are the €-coin GDP growth rate (€g), the change in the unemployment rate (𝒖), the real wage growth rate 
(rw), the inflation rate (𝛑), the excess money growth rate (em), the real overnight, short- and long-term interest rates (ro, 
rs, rl), the Fama-French size, value and market factors (sb, hl, mk), the Charart momentum factor (mm), the real effective 
exchange rate return (rx), the current account to GDP ratio (ca), the fiscal deficit to GDP ratio (𝒇𝒅), the term spread (lo), 
the house price to GDP ratio (𝒉𝒈), the house price to income ratio (𝒉𝒊), and the house price to rent ratio (𝒉𝒓), the real gold 
price return (rg), and the real M3 growth rate (rm), the credit to GDP ratio (𝒄𝒈), the VSTOXX implied volatility index (vx), 
the New-CISS composite financial condition index (nc), the Euribor-Eonia spread (so), the composite indicator of systemic 
sovereign stress (sc); the monthly NY Fed Global Supply Chain Pressure Index (gs), and the real energy price growth rate 
(re). 

 

 

 

 

 

 

Table A3 (continued): Regressions of standardized target variables on selected PCs  
 

 𝒉𝒊 𝒉𝒓 rg mk rm 𝒄𝒈 vx sc 
𝑷𝑪𝒏,𝟏 1.779 

(0.000) 
2.641 

(0.000) 
-3.246 
(0.008) 

0.156 
(0.077) 

1.649 
(0.000) 

0.127 
(0.519) 

-1.917 
(0.011) 

-0.100 
(0.000) 

െ𝑷𝑪𝒏,𝟐 0.611 
(0.000) 

0.959 
(0.000) 

1.866 
(0.043) 

-0.271 
(0.001) 

0.335 
(0.047) 

0.239 
(0.363) 

2.074 
(0.000) 

0.023 
(0.000) 

െ𝑷𝑪𝒏,𝟑 0.420 
(0.000) 

0.079 
(0.270) 

1.701 
(0.074) 

0.196 
(0.016) 

-0.045 
(0.826) 

0.325 
(0.105) 

0.060 
(0.924) 

0.009 
(0.114) 

𝑷𝑪𝒏,𝟒 -0.054 
(0.628) 

0.369 
(0.000) 

1.229 
(0.168) 

-0.179 
(0.065) 

0.817 
(0.005) 

1.399 
(0.000) 

2.248 
(0.000) 

-0.007 
(0.285) 

𝑷𝑪𝒂,𝟏 0.197 
(0.219) 

0.965 
(0.000) 

-0.237 
(0.796) 

0.654 
(0.000) 

-1.759 
(0.000) 

-1.262 
(0.000) 

-3.134 
(0.000) 

0.010 
(0.049) 

െ𝑷𝑪𝒂,𝟐 0.142 
(0.258) 

-0.006 
(0.948) 

-2.563 
(0.009) 

1.279 
(0.000) 

0.472 
(0.017) 

0.412 
(0.063) 

-3.639 
(0.000) 

-0.056 
(0.000) 

𝑷𝑪𝒂,𝟑 0.808 
(0.000) 

0.293 
(0.001) 

5.888 
(0.000) 

0.037 
(0.753) 

0.018 
(0.947) 

0.445 
(0.025) 

2.648 
(0.000) 

0.026 
(0.000) 

𝑷𝑪𝒂,𝟒 -0.279 
(0.005) 

-0.396 
(0.000) 

-8.821 
(0.000) 

-0.041 
(0.638) 

-0.036 
(0.836) 

-0.492 
(0.019) 

1.294 
(0.019) 

0.012 
(0.006) 

R2 0.87 0.96 0.66 0.79 0.73 0.67 0.57 0.90 
 

 so nc gs re     
𝑷𝑪𝒏,𝟏 -0.162 

(0.000) 
-0.102 
(0.000) 

0.078 
(0.077) 

3.116 
(0.307)     

െ𝑷𝑪𝒏,𝟐 0.008 
(0.479) 

0.046 
(0.000) 

0.594 
(0.000) 

15.33 
(0.000)     

െ𝑷𝑪𝒏,𝟑 -0.014 
(0.318) 

-0.010 
(0.300) 

0.043 
(0.265) 

-2.572 
(0.555)     

𝑷𝑪𝒏,𝟒 0.077 
(0.001) 

0.032 
(0.000) 

-0.322 
(0.000) 

4.792 
(0.193)     

𝑷𝑪𝒂,𝟏 0.007 
(0.571) 

-0.031 
(0.000) 

0.167 
(0.005) 

22.87 
(0.000)     

െ𝑷𝑪𝒂,𝟐 -0.057 
(0.001) 

-0.108 
(0.000) 

-0.086 
(0.014) 

4.527 
(0.126)     

𝑷𝑪𝒂,𝟑 0.054 
(0.014) 

0.041 
(0.000) 

0.141 
(0.004) 

6.179 
(0.071)     

𝑷𝑪𝒂,𝟒 -0.006 
(0.662) 

0.015 
(0.029) 

0.055 
(0.116) 

-0.104 
(0.973)     

R2 0.66 0.83 0.82 0.61     
 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The Table reports the proportion of variance for any of the monthly variables in the data set accounted by the first four 
standardized PCs extracted from the MLT (𝑷𝑪𝒏,𝒊) and ST (𝑷𝑪𝒂,𝒊) series. The figures in bold are statistically significant at the 
5% level. The variables are the €-coin GDP growth rate (€g), the change in the unemployment rate (𝒖), the real wage 
growth rate (rw), the inflation rate (𝛑), the excess money growth rate (em), the real overnight, short- and long-term interest 
rates (ro, rs, rl), the Fama-French size, value and market factors (sb, hl, mk), the Charart momentum factor (mm), the real 
effective exchange rate return (rx), the current account to GDP ratio (ca), the fiscal deficit to GDP ratio (𝒇𝒅), the term spread 
(lo), the house price to GDP ratio (𝒉𝒈), the house price to income ratio (𝒉𝒊), and the house price to rent ratio (𝒉𝒓), the real 
gold price return (rg), and the real M3 growth rate (rm), the credit to GDP ratio (𝒄𝒈), the VSTOXX implied volatility index 
(vx), the New-CISS composite financial condition index (nc), the Euribor-Eonia spread (so), the composite indicator of 
systemic sovereign stress (sc); the monthly NY Fed Global Supply Chain Pressure Index (gs), and the real energy price 
growth rate (re). 

 

 

Table A4: Actual Variables Proportion of Explained Variance by each selected PC   
 

Var % €g 𝒖 rw 𝛑 em ro rs rl 
𝑷𝑪𝒏,𝟏 0.16 0.27 0.00 0.00 0.06 0.01 0.00 0.07 
𝑷𝑪𝒏,𝟐 0.00 0.00 0.13 0.16 0.06 0.14 0.13 0.26 
𝑷𝑪𝒏,𝟑 0.05 0.26 0.05 0.04 0.04 0.00 0.00 0.00 
𝑷𝑪𝒏,𝟒 0.02 0.00 0.03 0.02 0.04 0.49 0.53 0.37 
𝑷𝑪𝒂,𝟏 0.20 0.14 0.47 0.39 0.29 0.14 0.14 0.06 
𝑷𝑪𝒂,𝟐 0.25 0.02 0.01 0.14 0.11 0.06 0.04 0.07 
𝑷𝑪𝒂,𝟑 0.01 0.06 0.00 0.00 0.00 0.04 0.03 0.00 
𝑷𝑪𝒂,𝟒 0.02 0.04 0.00 0.01 0.01 0.02 0.02 0.00 

 
Var % sb hl mm rx ca lo 𝒇𝒅 𝒉𝒈 
𝑷𝑪𝒏,𝟏 0.10 0.08 0.01 0.06 0.10 0.44 0.15 0.43 
𝑷𝑪𝒏,𝟐 0.04 0.01 0.01 0.01 0.01 0.06 0.09 0.10 
𝑷𝑪𝒏,𝟑 0.04 0.19 0.03 0.10 0.04 0.01 0.25 0.07 
𝑷𝑪𝒏,𝟒 0.00 0.08 0.01 0.05 0.55 0.03 0.06 0.00 
𝑷𝑪𝒂,𝟏 0.00 0.12 0.03 0.00 0.02 0.06 0.00 0.02 
𝑷𝑪𝒂,𝟐 0.37 0.00 0.07 0.05 0.04 0.00 0.16 0.13 
𝑷𝑪𝒂,𝟑 0.13 0.30 0.09 0.04 0.00 0.14 0.09 0.11 
𝑷𝑪𝒂,𝟒 0.02 0.03 0.03 0.28 0.01 0.05 0.00 0.01 

 
Var % 𝒉𝒊 𝒉𝒓 rg mk rm 𝒄𝒈 vx sc 
𝑷𝑪𝒏,𝟏 0.60 0.69 0.05 0.01 0.30 0.00 0.04 0.59 
𝑷𝑪𝒏,𝟐 0.07 0.09 0.02 0.03 0.01 0.01 0.05 0.03 
𝑷𝑪𝒏,𝟑 0.03 0.00 0.01 0.01 0.00 0.02 0.00 0.00 
𝑷𝑪𝒏,𝟒 0.00 0.01 0.01 0.01 0.07 0.29 0.06 0.00 
𝑷𝑪𝒂,𝟏 0.01 0.09 0.00 0.16 0.34 0.23 0.12 0.01 
𝑷𝑪𝒂,𝟐 0.00 0.00 0.03 0.60 0.02 0.03 0.16 0.18 
𝑷𝑪𝒂,𝟑 0.12 0.01 0.17 0.00 0.00 0.03 0.09 0.03 
𝑷𝑪𝒂,𝟒 0.01 0.02 0.38 0.00 0.00 0.04 0.02 0.01 

 
Var % so nc gs re     
𝑷𝑪𝒏,𝟏 0.43 0.30 0.01 0.01     
𝑷𝑪𝒏,𝟐 0.00 0.06 0.52 0.14     
𝑷𝑪𝒏,𝟑 0.00 0.00 0.00 0.00     
𝑷𝑪𝒏,𝟒 0.10 0.03 0.15 0.01     
𝑷𝑪𝒂,𝟏 0.00 0.03 0.04 0.32     
𝑷𝑪𝒂,𝟐 0.05 0.34 0.01 0.01     
𝑷𝑪𝒂,𝟑 0.05 0.05 0.03 0.02     
𝑷𝑪𝒂,𝟒 0.00 0.01 0.01 0.00     

 



 

Figure A1: MLT-ST decomposition for real GDP growth (g), the change in the unemployment rate (u), real wage growth (rw), and inflation (pi). The estimated MLT component is 
denoted by T and the estimated ST component by C.       

 



 

Figure A2: MLT-ST decomposition for excess money growth (em), the real ECB short-term rate (€STR; ro), the real 3-month Euribor rate (rs), and the real 10-year government 
bond rate (rl). The estimated MLT component is denoted by T and the estimated ST component by C.       

 



 

Figure A3: MLT-ST decomposition for the Euro Fama-French size (sb) and value (hl) factors, the Euro Carhart momentum factor (mm), and the euro real effective exchange rate 
return (rx). The estimated MLT component is denoted by T and the estimated ST component by C.       

 



 

Figure A4: MLT-ST decomposition for the current account/GDP ratio (ca), the term spread (ta), the fiscal deficit/GDP ratio (fd), and the change in the house price/GDP ratio (hg). 
The estimated MLT component is denoted by T and the estimated ST component by C. 

 



 

Figure A5: MLT-ST decomposition for the current account/GDP ratio (ca), the term spread (ta), the fiscal deficit/GDP ratio (fd), the real gold price return (rg), and the Euro Fama-
French market factor return (mk). The estimated MLT component is denoted by T and the estimated ST component by C. 



 

Figure A6: MLT-ST decomposition for the real money growth rate (rm), the private credit/GDP ratio (cg), the VSTOXX implied volatility index (vx), and the Sov-CISS index (sc). The 
estimated MLT component is denoted by T and the estimated ST component by C. 



 

Figure A7: MLT-ST decomposition for the 3-month Euribor-Euro Short Term Rate spread (so), the New-CISS index (nc), the global supply chain pressure index (gs), the real energy 
price return (re). The estimated MLT component is denoted by T and the estimated ST component by C. 



Figure A8: Standardized principal components from MLT series 
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Figure A9: Standardized principal components from ST series 
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Third standardized PC from ST components: fa3
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Fourth standardized PC from ST components: fa4
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