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Abstract

We examine the causal relationship between crude oil and gold spot prices
before and after the recent financial crisis. In the pre-crisis period, causality is
linear and unidirectional, running from oil to gold. In the post-crisis period,
a bidirectional nonlinear causality relationship emerges. Volatility spillover
transpires as the source of nonlinearity during this period. The time path
of the causal linkages both for the returns and the levels (cointegration)
was assessed via dynamic bootstrap causality analysis. We find that the
causal linkage from gold to oil is time dependent and that the non-Granger
causality null hypothesis rejection rate increased considerably in the post-
financial crisis period. The probability of gold Granger causing oil in the
short-run increases by more than 30% during the recent financial and euro
crisis.

Keywords: gold prices, oil prices, linear and nonlinear Granger causality, fi-
nancial crisis, volatility spillovers, rolling window causality.

1. Introduction

The increasing global market integration alongside with the financial-
ization process of commodity markets, has made commodity prices more
sensitive to extreme market conditions and unforeseen events. While fi-
nancial crises are not a new phenomenon (see e.g., Reinhart and Rogoff,
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2009), the 2007/2008 crisis differs from previous in that it is both severe and
global. As a consequence, investors have been questioning previously held
beliefs about the risk of equity investing and the benefits of global diver-
sification. Intimately, the shortage of liquid financial assets in the world
economy triggered a partial recreation of the interest in precious metals and
energy markets (Caballero et al., 2008). Commodity markets have attracted
international investor’s attention not only as ’safe haven’ to avoid financial
risk but also as a fundamental investment strategy (Baur and McDermott,
2010).

Oil and gold are the most widely traded commodities and among the
most popular economic indicators. During the recent global financial cri-
sis, major commodity prices descend simultaneously at the aftermath of the
economic downturn. In the second half of 2008, the West Texas Intermediate
(WTI) crude oil price fell from a record high of $147 to $30 per barrel while
the extent of the reduction exceeded 70% over a period of 6 months. The
bankruptcy of Lehman Brothers saw the price of gold soar over 20% within
a few weeks, as global risk appetite dramatically deteriorated and precipi-
tated a ’flight to quality’ across markets. The gold spot price, which is often
used as a measure of storage of value, started its increase in early August
2007 from $660 per ounce and reached its peak of over $1000 around March
2008, after which it dropped 10% in a short time. However, ever since 2009,
with the emergence of recovery expectations, the demand for commodities
began to rise again and both the crude oil and gold prices started a new
upward course (Figure 1).

Melvin and Sultan (1990) contend that oil price changes and political
unrest are significant determinants of volatility in gold prices. Beahm (2008)
supports that the price relationship between gold and oil is one of the five
fundamentals that drive the prices of precious metals, particularly gold.
Narayan et al. (2010) examine the long-run relationship between gold and
oil spot and future prices of different maturities through the inflation chan-
nel. They conclude that the oil market can be used to predict gold prices
and vice versa. Zhang and Wei (2010) tested the linear and nonlinear (in
the sense of Hiemstra and Jones, 1994) relationship between the crude oil
and gold markets from January 2000 to March 2008. They provide evidence
of a linear interaction between the two commodities and find a significant
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unilateral linear Granger causality running from crude oil to gold.
Although the two markets tend to be influenced by common factors,

their prices were not completely driven by demand and supply fundamen-
tals but rather by the financial futures and the interactions of international
commodity markets. Consistent with this notion, Tang and Xiong (2010) find
that as a result of the financialization process, futures prices of non energy
commodities became increasingly correlated with oil after 2004. This trend
intensified after the financial crisis that was triggered by the US sub-prime
crisis. Since then, the importance of the interactions between the financial
markets and commodity markets has risen, while the increased presence of
index investors led to higher volatility in commodity prices.1 Ciner (2001)
relies on Hiemstra and Jones (1994) nonlinear causality test and provides ev-
idence of a bidirectional feedback relation between stock index returns and
oil futures markets, that was more pronounced in the 1990s. Bekiros and
Diks (2008a), employ alternative econometric approaches (linear and non-
linear) and find evidence of a bidirectional causality relationship between
crude oil spot and futures prices. Their empirical results show that these
leads and lags patterns might change over time depending on the different
methods or periods employed. Investors’ decisions and portfolio rebalanc-
ing could also act as a channel to spillover shocks from other markets and
across different commodities (Kyle and Xiong, 2001).

One puzzling question is how the relationship between oil and gold
has evolved and how the recent crisis has affected them. In contrast to the
existing literature, our causality analysis allows for linear, nonlinear and
time-varying perspective.2 Our contribution to the literature is twofold.
First, we assess how the recent financial crisis has affected the relationship
between the two most important commodities. Second, we employ linear,
nonlinear and time-varying techniques to examine the causal relationship
between oil and gold. In a related study, Zhang and Wei (2010) investigated
the nonlinear causality relationship between crude oil and gold spot prices.
They employed the nonparametric test proposed by Hiemstra and Jones

1Tang and Xiong (2010) document that the total value of commodity exchanges via index
funds for institutional investors soared from $15 billion in 2003 to $200 billion in mid-2008.

2Baek and Brock (1992) noted that the standard causality testing procedure that relies on
linearity assumptions is inappropriate to detect nonlinear relationships.
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(1994), which is a modified version of the test by Baek and Brock (1992).
The Hiemstra and Jones test relaxes the strict i.i.d hypothesis, allowing for
the existence of short-term autocorrelations in time series. However, Diks
and Panchenko (2005, 2006) point out that the relationship tested by the
Hiemstra and Jones (1994)’s approach is not generally compatible with the
definition of Granger causality and it may lead to spurious rejections of the
null hypothesis of no Granger causality. Consequently, our attention shifts
to the nonlinear procedure proposed by Diks and Panchenko (2006, D&P
henceforth).

Full sample and subsample analysis reveals that the bidirectional linear
price transmission mechanism detected in pre-crisis period became nonlin-
ear in the post-crisis period. Volatility spillover effects are considered as a
potential source of nonlinear causal linkages. Given that linear and non-
linear causal linkages are found to be sample dependent, a dynamic rolling
window causality framework is also adopted. We employ the fixed length
rolling window bivariate causality test proposed by Hill (2007). Bootstrap
rolling causality analysis reveals that the non-causality (gold9oil) null hy-
pothesis rejection frequency has increased after the financial crisis. For the
opposite direction, the non-causality null (oil9gold) has a rejection rate
close to 90%, roughly stable throughout the subsamples. Gold emerges as
more significant during the period of crisis, as confirmed by the probit anal-
ysis that is employed.

The remaining of the paper is organized as follows: Section 2 presents
the data and methodology, Section 3 discusses the empirical results and Sec-
tion 4 concludes.

2. Data and methodology

2.1 Data description

This study employs daily time series data on crude oil and gold spot
prices, over the period 2003:01 to 2012:12.3 The crude oil price data are

3Following the notation of Bekiros and Diks (2008b), we have denoted the pre-financial
crisis period as PI (2003:01 till 2007:07), the post-financial crisis period as PII (2007:08 till
2012:12) and the entire sample period as PIII.
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obtained from the US Energy Information Agency,4 quoted in US dollars
per barrel, while the gold price data come from the World Gold Council,5

quoted in US dollars per ounce (Figure 1).

2.2 Methodology

2.2.1 Linear Granger causality tests

Assume that {St,Rt, t ≥ 1} are two scalar-valued strictly stationary time
series (i.e. I(0)). We can state that {St}Granger causes {Rt} if past and current
values of S contain additional information on future values of R that is not
contained in the past and current Rt values. If FS,t and FR,t denote the infor-
mation sets consisting of past observations of St and Rt up to and including
time t, and if ’∼’ denote equivalence in distribution, then {St} Granger causes
{Rt} if, for p ≥ 1:

(
Rt+1, . . . ,Rt+p

)
|
(
FS,t,FR,t

)
∼

(
Rt+1, . . . ,Rt+p

)
| FS,t (1)

The value of p = 1 is often used, i.e. testing for Granger non-causality
comes down to comparing the one-step-ahead conditional distribution of
{Rt} with and without past and current observed values of {St}. A conven-
tional approach of testing for Granger causality is to assume a linear and
parametric time series model for the conditional mean E

(
Rt+1 |

(
FS,t,FR,t

))
.

In this case, causality can be tested by comparing the residuals of a fitted
autoregressive model of Rt with those obtained by regressing Rt on (infinite)
past values of both {St} and {Rt} (Granger, 1969). The approach developed
by Toda and Yamamoto (1995, T&Y henceforth) employs a modified Wald
test restricting the parameters of the VAR (p) model in levels, where p is the
lag length of the VAR. The optimal order of the VAR(p) is augmented by the
maximal order of integration (dmax). Then one could test only the first p−dmax

coefficient matrices.6

4Available at: http://www.eia.gov.
5Available at: http://www.gold.org/.
6The novelty of this approach lies on the fact that it does not require pretesting to

determine the cointegrating properties of the system hence overcoming the potential unit
root and cointegration test bias.

 http://www.eia.gov.
 http://www.gold.org/.
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2.2.2 Nonlinear Granger causality test

There is no evidence to suggest that economic relationships are linear.
Therefore, it would make sense to consider the case of nonlinearity (for a
review on nonlinear models see Ramsey, 1996). For two strictly stationary
and weakly dependent variables, Rt and St, let Zκ

t be the κ- length lead vector
of Rt, Sls

t the ls- length lag vector of St and finally, Rlr
t the lr- length lag vector

of Rt (ls, lr ≥ 1). Assuming that the null hypothesis of no causality is a propo-
sition about the invariant distribution of the (ls+lr+κ)- dimensional vector
Xt =

(
Sls

t ,R
lr
t ,Z

κ
t

)
, the time subscript can be dropped.7 The joint probability

density function f S,R,Z (s, r, z) along with its marginals, under the null should
ensure:

f S,R,Z (s, r, z)
fS,R (s, r)

=
fR,Z (r, z)

fR (r)
(2)

The latter states that R and Z are independent conditionally on S = s for each
fixed value of s. D&P demonstrate that this reformulated null hypothesis
implies:

q≡E
[

fS,R,Z (S,R,Z) fR (R) − fS,R(S,R) fR,Z(R,Z)
]

= 0 (3)

where the proposed estimator for q is:

Tn (ϑn) =
(2ϑn)−dS−2dR−dZ

n (n − 1) (n − 2)

∑
i

∑
k,k,i j

∑
j,i

(
ISRZ
ik IR

ij − ISR
ik IRZ

ij

) (4)

where, IX
ij=I

(
‖ Xi − X j ‖≤ ϑn

)
, with I(·) to be the indicator function and ϑn the

bandwidth which depends on the sample size. Hence, if we denote f̂ X (Xi)
as the local density estimator of the vector X at Xi, then:

f̂ X (Xi) = (2ϑn)−dX (n − 1)−1
∑
j, j,i

IX
ij (5)

7As a common practice, it is assumed that κ is equal to 1 and for presentation purposes
we set ls=lr= 1.
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The Tn (ϑn) statistic could be written as:

Tn (ϑn) =
(n − 1)

n (n − 2)

∑
i

(
f̂ S,R,Z (Si,Ri,Zi) f̂ R (Ri) − f̂ S,R (Si,Ri) f̂ R,Z (Ri,Zi)

)
(6)

D&P demonstrate that if ϑn = Cn−β with
(
C > 0, 1/4 < β < 1/3

)
, then Tn (ϑn)

converges in distribution to the standard normal distribution:

√
n
(
Tn (ϑn) − q

)
Sn

d
−→ N (0, 1) (7)

where Sn is the estimated standard error of Tn (·). Overall, the risk of over
rejecting the null is reduced substantially with the D&P test relative to the
Hiemstra and Jones (1994) nonparametric approach.

2.2.3 Hill (2007) causality test

Hill (2007) establishes a sequential multi-horizon non-causality test
strategy, which can be employed to characterize nonlinear causality chains
for a trivariate process in terms of linear parametric restrictions. Hill’s (2007)
efficient causality test is based on Wald type test statistics under joint null hy-
pothesis of zero parameter linear restrictions. It relies on a vector autoregres-
sion (VAR) framework of order p at horizon h, named

(
p, h

)
-autoregression,

as the following:

Wt+h = α +

p∑
k=1

π(h)
k Wt+1−k + ut+h (8)

where Wt is a m-vector stationary process, m ≥ 2, π(h)
k are matrix-valued

coefficients, ut is a zero mean m × 1 vector white noise process with non
singular covariance matrix Ω=Ε[utu

′

t] and α is the constant term. In this
study we consider the bivariate case. Causality occurs at any horizon if and
only if it occurs at horizon 1 (see Hill 2007, Theorem 2.1). We assume Wt

as a 2-vector stationary process, Wt =
(
S′t,R

′

t

)
. R does not linearly causes S

at 1-step ahead if and only if the RS-block π(h)
RS,1 = 0 for k = 1. In the case

of nonstationarity for some or all variables in the VAR model, the (p, h)-
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autoregression Eq. (8) is extended in the Toda and Yamamoto (1995) and
Dolado and Lütkepohl (1996) model by adding d extra lags to the VAR
models (discussed in 2.2.1). A straightforward Wald test of linear zero
restrictions is performed in order to test for 1-step ahead non-causality.
Due to possible inferior performance of the χ2 distribution in small sample
distributions, a parametric bootstrap method for simulating small sample
p-values is proposed by Hill (2007, see Appendix B.2).8

3. Empirical results

We start our analysis by examining the stationarity properties of the
series. The augmented Dickey and Fuller (1979) and the Phillips and Perron
(1988) unit root tests together with the Kwiatkowski et al. (1992) station-
arity test all indicate that the (log) variables are integrated of order one.
Furthermore, the unit root tests allowing for one and two endogenous struc-
tural breaks of Lee and Strazicich (2003, 2004) were also conducted but no
significant breaks were detected in our series for the three periods under
investigation (see Tables 5, 6 and 7 in the Appendix). Therefore, (log) levels
of the variables will be used in the T&Y procedure (long-run) and their first
differences in the short-run Granger causality test and the D&P test. For
Hill’s (2007) causality test, VAR models of differences and levels (excess-lag
technique following T&Y and Dolado and Lütkepohl, 1996) are both em-
ployed in order to control for cointegration of unknown form.9

Table 1 presents the linear Granger causality test for the two subperi-
ods and the full sample for both the returns (short-run) and the log prices
(long-run, T&Y). The evidence in returns reveals a unidirectional causality
running from crude oil to gold spot returns in the pre-financial crisis period.
Evidence in favor of bidirectional causality is found in the post-financial cri-
sis period and the entire sample period. These results are further reinforced
by the T&Y long-run approach (log prices).

8The rolling window regressions adopted in our empirical analysis are
based on 5000 bootstrap replications. The GAUSS code is available at:
http://www.unc.edu/∼jbhill/software.htm

9Johansen (1995) cointegration test indicates that the crude oil and the gold prices do not
cointegrate over the full sample as well as the two subperiods (see Table 8 in the Appendix).

 http://www.unc.edu/~jbhill/software.htm
 http://www.unc.edu/~jbhill/software.htm
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Papana et al. (2013) perform a simulation study of different direct
causality measures and stress the importance of investigating linear as well
as nonlinear linkages, in order to confirm the existence of causal effects. Ac-
cordingly, our next step would be to relax the assumption of linearity. The
D&P testing procedure that allows for nonlinearity is carried out for three
cases. First, the test is implemented to the stationary (returns) series for
nonlinear causality. In the second step, the D&P test is applied on the de-
linearized series.10 Lastly, the procedure is re-applied in the GARCH-BEKK
filtered VAR residuals in order to examine volatility spillover effects.11 In
a similar vein with Bekiros and Diks (2008a, b) the bandwith value for the
D&P test is set equal to one.

Table 2 presents the D&P test results. In the pre-crisis period, the re-
sults fail to reject the null of the nonlinear causality relationship between oil
and gold returns (PI in Panel A and B). We cannot reject the non-causality
null neither on the raw data nor on the VAR residual series. Given that no
evidence of nonlinear dependence emerges in the pre-crisis period (Table
2), we can argue that in PI there is a significant and persistent linear uni-
directional causality running from oil to gold (Table 1). In PII (post-crisis
period), unfiltered (raw) returns indicate a bidirectional nonlinear causality
between oil and gold. The nonlinear causality for the filtered VAR-residuals
confirms the results for the raw returns and offers support for the existence
of a nonlinear price transmission. The results presented in Table 2 (Panel A
and B) reveal a significant two-way nonlinear causal relationship for both
the raw data and the VAR residuals, in the post-financial crisis period. In
PIII (full sample), the results for raw data indicate a (rather weak) one-way
nonlinear causality running from gold to oil returns. This causal linkage
seems to be nonlinear in nature since it tends to be stronger in the case of the
VAR residuals. Generally, weak evidence is found for the nonlinear causal
linkages running from gold to oil returns in PIII (both raw and filtered data).

10By removing linear predictive power with a VAR model, any causal linkage from one
residual series of the VAR model to another can be considered as nonlinear predictive power
(Hiemstra and Jones 1994, p. 1648). The lag length of the VAR specification was based on
the Akaike and Schwartz information criteria.

11Following Bekiros and Diks (2008a, b), the second-moment filtering has been conducted
on the data through a bivariate GARCH-BEKK (1, 1) model.
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Next, we employ second moment filtering in the three periods under in-
vestigation.12 Once GARCH-BEKK(1,1) filtering is employed, the nonlinear
causality evidence disappears (Table 2). The bidirectional causal relation-
ship has vanished in PII period and the same applies for the unidirectional
linkage (gold9 oil) in PIII. The latter indicates that the nonlinear causality
is due to volatility effects. Overall, it seems that the additional explanatory
power of volatility spillover is important for the oil and gold markets, espe-
cially after the financial crisis period.

The evidence from the previous section highlights the different behav-
ior in the vicinity of recent crisis. However, the dating of the subsamples
was imposed and the actual effect could have started before or after these
dates. Therefore, one needs to study the evolving patterns of causality over
rolling fixed length sample periods. In order to control for any apparent
trend, we pass the series through a linear filter. The window length is set
equal to 522 days (close to 2 years of daily data), generating a total of 2086
windows. We employ VAR models in differences (returns) and log levels
(with excess lags) where the optimal order is selected by minimizing the AIC
(p = 1, . . . , 30 is considered). We perform bootstrap tests of non-causality for
each window and count the non-causality null hypothesis rejection rate for
both VAR models in differences and levels. Tests of the null hypothesis that
oil does not cause gold and vice versa, are performed at the 5% level. The
upper bound of the size tests of (Δ)oil9(Δ)gold and (Δ)gold9(Δ)oil is 0.1
(0.1×h). Table 3 presents the rolling windows bootstrap p-values.13

Allowing the fixed window to move through our sample, we find evi-
dence of (strong) causality running from oil to gold spot returns for all the
sample periods under consideration (Panel A in Table 3). The latter is not
valid in the opposite causality direction (gold9oil ). The most prominent
characteristic is the significant increase in the number of windows provid-
ing evidence of causality from gold to oil in the post-financial crisis period.

12Pavlidis et al. (2013) highlight the perils of neglecting multivariate conditionally het-
eroskedasticity when testing for nonlinear causality in mean. The authors examine the stock
return-volume causal relationship for the US, UK and Japan and find that in several cases
the test statistics become insignificant when heteroskedasticity robust tests are employed.

13The results in Table 3 assume k = 1. For k = 2 up to 6 the results are also available upon
request.
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Causality from gold to oil that takes place in pre-crisis period almost doubled
in post-crisis period, from 22.5% to 39%. Profound causality running from
oil to gold (99%) is found during the NBER recession period. Oil and gold
rolling window bootstrap p-values are presented in Figure 2. More close
inspection of Figure 2, though, reveals an interesting pattern. The gray line
(gold9oil) decreases substantially in 2007 compared to 2006. The next two
years 2008 and 2009 are characterized by increased volatility in the p-values.
The euro crisis that evolved from 2009 to mid-2012 has again increased the
significance of gold, with numerous p-values (gray line) laying under the 5%
line. Overall, the rejection rates of the gold9oil null are clustered around
2007 (financial crisis, Lehman Brothers bankruptcy) and after 2009 when
the euro crisis emerged (sovereign debt crisis). The black line (oil 9gold)
remains below the 5% line for the whole period with only few exceptions.

Once we control for cointegration a slightly different picture emerges
(Panel B in Table 3). In this case, we examine the non-causality null hy-
pothesis in the levels (log prices) of the variables. The strong causality
running from oil to gold found in the short-run (PI in Panel A), decreases to
50.52% in the long-run (PI in Panel B). This causal linkage remained strong
in PII (94.34%) and also during the NBER recession period (100%). The
causal relationship running from gold to oil increased only marginally in
the post-crisis period, compared to the pre-crisis period (26.3% and 25.4%
respectively). The rejection rate of the null hypothesis that gold9oil for PI,
PII and PIII appears stable around 26%. Figure 3 plots the p-values for the
VAR in levels. Again, we observe that the gray line (gold9oil) falls bellow
the 5% line in 2007 (around financial crisis) and in 2011 (euro debt crisis).
The black line remains below the 5% line from 2007 to the end of the sample
period with few exceptions in 2010 and 2012. The overall conclusion from
the bootstrap rolling causality analysis is that for both cases (returns in Fig-
ure 2 and levels in Figure 3) the significance of gold emerges in the specific
crisis periods.

The rejection rates differ in periods close to financial crisis of 2007 and
after 2009 when the euro crisis emerged. The visual inspection of Figures
2 and 3 is informative but insufficient to draw conclusions. Therefore, we
explore how the recent turbulent and crises periods (financial turmoil, finan-
cial crisis and the sovereign debt-euro crisis) affect the causal linkage from
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gold to oil, by employing a probit regression model:

Pi = p(yi = 1) = β0 + β1D1 + β2D2 + β3D3 + ui, i = 1, . . .N (9)

The dependent variable, yi takes the value of 0 if we cannot reject the
non-causality null hypothesis (gold9oil) and 1 otherwise. D1 takes the value
of 1 during the period from the peak of the credit boom (second quarter of
2007) until the collapse of Lehman Brothers in September 2008, D2 takes
the value of 1 in the peak of financial crisis (fourth quarter of 2008) and
D3 takes the value of 1 on specific dates related to the euro crisis.14 The
goal is to quantify the relationship between the different crises periods and
the probability of rejecting the gold9oil null hypothesis. Table 4 presents
the marginal effects for Eq. (9).15 When the causal linkage is examined
in returns (Panel A), we observe that a unit change in financial crisis and
the euro crisis dummy variables, increase the probability of rejecting the
gold9oil null hypothesis by 0.35 and 0.30 respectively. Similarly, being in
the financial turmoil period decreases the probability of rejecting the null
hypothesis (gold9oil) by 0.26. When cointegration is taken into account
(Panel B), the probability of rejecting the null hypothesis increases in the
financial turmoil and euro debt crisis periods by 0.12 and 0.06 respectively.
In the peak of the recent financial crisis this probability decreases by 0.16.

In general, the marginal effects are higher in Panel A reflecting the fact
that the crisis dummy variables affect the short-run more than the long-run.
In the short-run, both the financial crisis and the euro crisis increase the
probability of no rejection (gold9oil). The latter confirms the increased role
of gold during these turbulent periods. In the long-run, the effect of financial
crisis is not significant at the 1% level. Conversely, the financial turmoil and

14We construct a timeline of the Euro crisis by combining two external sources: the
Financial Times (Interactive Timeline: Greek Debt Crisis), the Wall Street Journal (Europe’s
Debt Crisis - Timeline), in conjunction with specific events (e.g. increase in sovereign CDS
spreads, bailout agreements, political turmoil) occurred in the GIIPS (Greece, Ireland, Italy,
Portugal, Spain). The compiled joint timeline covers a period starting October 2009 (Greek
elections) and ending July 2012.

15Logit models provide qualitatively similar results and are available from the authors
upon request.

http://www.ft.com/intl/cms/s/0/003cbb92-4e2d-11df-b48d-00144feab49a.html?siteedition=uk
http://online.wsj.com/public/resources/documents/info-EZdebt0210.html
http://online.wsj.com/public/resources/documents/info-EZdebt0210.html
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the euro crisis increase the probability of gold9oil rejection count.

4. Conclusions

Oil and gold are the most important commodities. This study examines
the causal relationship between the two during the recent financial crisis.
The linear and nonlinear Granger causality tests suggest that crude oil and
gold markets have become more interrelated after the 2007 turbulence in
the financial markets. The linear causal relationship detected on returns
disappears after linear filtering. Nonlinear causal linkages in post-financial
crisis period are revealed but vanished after GARCH filtering both for the
post-financial crisis and the entire sample period. Evidence emerges that
the nonlinear linkages between the oil and gold markets can be attributed
to volatility spillover effects.

The dynamic analysis enlightens us further on how this relationship
evolved. Significant changes in the causality test for the two commodities at
the turn of the recent financial crisis demonstrate that their interdependence
evolves as economic conditions change. A stable relationship is evident
for crude oil which consistently influences gold during all fixed rolling
subsamples. The reverse does not hold, as it appears that gold did cause oil
mostly during the crisis. The latter justifies the rising importance of gold
during volatile periods. This is further confirmed in the case where we
allow for cointegration. Probit analysis revealed that during the crisis the
probability of rejecting the non-Granger causality null (gold9oil) increased
more than 30% in the short-run and more than 6% in the long-run.
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Fig.1. Crude oil and gold spot prices (shaded areas
represent NBER recession dates)
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Fig.2. Oil 9 Gold (black line) and Gold 9 Oil (gray
line) bootstrap p-values for VAR in first differences
(shaded areas represent NBER recession dates). The
blue horizontal line denotes the 5% significance level.
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Fig.3. Oil 9 Gold (black line) and Gold 9 Oil (gray
line) bootstrap p-values for VAR in levels (shaded
areas represent NBER recession dates). The blue hor-
izontal line denotes the 5% significance level.
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Table 1. Linear Causality tests
Linear Granger Causality (returns) T&Y (log prices)
PI PII PIII PI PII PIII

Oil9Gold 20.68a 43.25a 71.06a 20.08a 53.94a 71.29a

(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
Gold9Oil 0.918 29.88a 26.67a 7.03c 38.11a 25.44b

(0.33) (0.00) (0.02) (0.07) (0.00) (0.04)
Notes: 9 denotes the non-causality null hypothesis. T&Y denotes the Toda and Yamamoto (1995)

approach. The AIC was used to determine the optimal lag lengths for VAR(p) models. Numbers

in parenthesis are the corresponding p-values. c, b, and a represent significance at 10%, 5%, and

1% level, respectively. We denote the pre-financial crisis period as PI (2003:01 till 2007:07), the

post-financial crisis period as PII (2007:08 till 2012:12) and the entire sample period as PIII.

Table 2. Nonlinear Granger causality test
Lag Raw data (returns) VAR filtered series GARCH-BEKK filtered data

PI PII PIII PI PII PIII PI PII PIII
Panel A: Oil9Gold

1 2.6a 4.12a 4.2a 1.67b 3.98a 3.36a 1.46c 1.12 1.52c

(0.00) (0.00) (0.00) (0.04) (0.00) (0.00) (0.07) (0.13) (0.06)
2 0.29 2.48a 1.21 -0.13 3.06a 1.39c -0.31 0.51 0.23

(0.38) (0.00) (0.11) (0.55) (0.00) (0.08) (0.62) (0.3) (0.4)
3 -0.64 2.27a 0.33 -0.73 1.74b 0.02 -1.08 -0.74 -1.11

(0.74) (0.01) (0.36) (0.76) (0.04) (0.49) (0.86) (0.77) (0.86)
4 -0.57 1.59b 0.24 -0.28 1.24c 0.05 -0.17 0.93 -0.66

(0.71) (0.05) (0.40) (0.61) (0.1) (0.47) (0.57) (0.17) (0.74)

Panel B: Gold9Oil
1 -0.72 2.9a 1.94b -1.15 2.49a 1.44c -0.43 -0.04 0.07

(0.76) (0.00) (0.02) (0.87) (0.00) (0.07) (0.66) (0.51) (0.47)
2 -0.43 2.07a 1.18 -0.48 2.08a 1.33c -0.54 -0.3 0.08

(0.66) (0.01) (0.11) (0.68) (0.01) (0.09) (0.29) (0.61) (0.46)
3 0.30 1.77b 1.52c 0.51 1.47c 2.03b 1.05 -0.54 0.84

(0.38) (0.03) (0.06) (0.3) (0.07) (0.02) (0.14) (0.7) (0.19)
4 0.28 1.43c 1.27c 0.30 1.96b 2.06a 1.17 0.76 0.45

(0.38) (0.07) (0.1) (0.37) (0.02) (0.01) (0.11) (0.22) (0.32)
Notes: This table reports the results of nonlinear causality test between oil and gold returns. 9 denotes the

non-causality null hypothesis. We set the lag length lS=lR=1 to 4. Numbers in parenthesis are the corresponding

p-values. c, b, and a represent significance at 10%, 5%, and 1% level, respectively. PI: 01/2003-07/2001, PII:

08/2007-12/2012, PIII:01/2003-12/2012.
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Table 3. Rolling windows rejection rates
PI PII PIII NBER recession

Date 12:2004-7:2007 8:2007-12:2012 12:2004-12:2012 12:2007-06:2009
Panel A: Returns (log differences)
Oil9Gold 95%(638) 89%(1258) 91%(1896) 99%(389)

Gold9Oil 22.5%(153) 39%(555) 34%(708) 15%(58)

Total Obs. 672 1414 2086 390

Panel B: Levels (log prices)
Oil9Gold 50.52%(340) 94.34%(1334) 80.21%(1674) 100%(390)

Gold9Oil 25.4%(171) 26.3%(372) 26.01%(543) 11.79%(46)

Total Obs. 673 1414 2087 390
Notes: 9 denotes the non-causality null hypothesis. NBER recession denotes the US business cycle contrac-

tion period. Rejection counts at the 5% level are in parenthesis. PI: 01/2003-07/2001, PII: 08/2007-12/2012,

PIII:01/2003-12/2012.

Table 4. Probit regression coefficients marginal effects
Marginal Effect Std. Error z P>|z|

Panel A: Returns (log differences)
financial turmoil (D1) -0.26a 0.03 -6.88 0.00

financial crisis(D2) 0.35a 0.04 7.91 0.00

euro crisis(D3) 0.30a 0.01 19.05 0.00

Panel B: Levels (log prices)
financial turmoil (D1) 0.12a 0.02 4.58 0.00

financial crisis(D2) -0.16b 0.06 -2.56 0.01

euro crisis(D3) 0.06a 0.02 3.10 0.00
Notes: c, b, and a represent significance at 10%, 5%, and 1% level, respectively. The dependent

variable takes the value of 0 if we cannot reject the non-causality null (gold9oil) and 1

otherwise.
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Appendix

Table 5. Unit root and stationarity tests
Variables ADF PP KPSS

PI PII PIII PI PII PIII PI PII PIII
t-stat. t-stat. t-stat.

Level
Oil c -0.93 -1.76 -1.83 -1.02 -1.86 -1.93 4.04a 0.57b 3.97a

c, t -2.77 -1.78 -2.25 -2.86 -1.91 -2.49 0.6a 0.35a 0.53a

Gold c -0.63 -1.56 -0.37 -0.66 -1.55 -0.67 4.21a 4.49a 6.23a

c, t -2.99 -2.99 -3.89b -2.75 -2.96 -3.96a 0.5a 0.29a 0.18b

1st differences
Oil c -38.11a -15.82a -20.09a -38.05a -37.95a -53.38a 0.03 0.07 0.06

c, t -38.09a -15.81a -20.1a -38.04a -37.93a -53.38a 0.03 0.07 0.03
Gold c -10.98a -37.64a -11.79a -33.61a -37.69a -50.7a 0.04 0.08 0.03

c, t -10.98a -37.64a -11.79a -33.6a -37.70a -50.69a 0.03 0.03 0.02
Notes: The unit root and stationarity tests are applied with (c,t) and without (c) a time trend. Null hypothesis for the KPSS test is

stationarity. The critical values for ADF and Philllips-Perron (PP) statistics are taken from MacKinnon (1996). Superscripts c, b, and a

represent significance at 10%, 5%, and 1% level, respectively. Lag lengths are determined via AIC. PP was conducted using Bartlett

Kernel (Newey-West Automatic). PI: 01/2003-07/2001, PII: 08/2007-12/2012, PIII:01/2003-12/2012.

Table 6. Lee and Strazicich (2004) unit root test with one break
PI PII PIII
t-stat TB t-stat TB t-stat TB

Oil Model A -2.89[5] 5/21/04 -2.01[12] 1/6/09 -2.5[7] 1/6/09
Model C -3.75[1] 8/30/05 -2.64[12] 11/12/08 -2.85[7] 3/31/05

Gold Model A -2.95[9] 2/16/06 -3.17[11] 9/10/08 -3.05[11] 3/18/09
Model C -4.24[9]c 12/27/05 -3.29[11] 9/10/08 -4.43[11]c 11/14/05

Notes: The tests critical values are obtained from Lee and Strazicich, (2004, table 1). TB denotes the endogenously

determined break points. Numbers in brackets denote the optimal number of lagged first-differenced terms

included to correct for serial correlation. PI: 01/2003-07/2001, PII: 08/2007-12/2012, PIII:01/2003-12/2012.
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Table 7. Lee and Strazicich (2003) unit root test with two breaks
PI PII PIII

t-stat 1st TB 2nd TB t-stat 1st TB 2nd TB t-stat 1st TB 2nd TB

Oil Model A -3.12[5] 5/21/04 3/25/05 -2.08[12] 1/6/09 5/25/10 -2.6[7] 3/23/05 9/26/08

Model C -4.91[1] 12/4/03 9/7/06 -4.00[12] 10/2/08 6/2/09 -3.87[7] 9/26/08 10/19/09

Gold Model A -3.09[9] 1/2/06 7/26/06 -3.38[11] 9/10/08 4/3/12 -3.21[9] 5/29/06 8/23/11

Model C -5.23[9] 11/4/05 6/8/06 -5.57[9]c 7/30/08 8/23/11 -4.78[9] 7/30/08 8/23/09

Notes: The tests critical values are obtained from Lee and Strazicich (2003, table 2). TB denotes the endogenously determined

break points. Numbers in brackets denote the optimal number of lagged first-differenced terms. PI: 01/2003-07/2001, PII:

08/2007-12/2012, PIII:01/2003-12/2012.

Table 8. Johansen trace test
r Model 2 Model 3 Model 4

PI PII PIII PI PII PIII PI PII PIII
0 9.04 10.6 13.40 5.2 7.14 6.51 17.19 23.05 23.60

(0.73) (0.58) (0.33) (0.78) (0.56) (0.63) (0.4) (0.1) (0.09)
1 4.02 3.52 4.91 0.27 2.5 0.27 4.81 4.35 5.85

(0.4) (0.48) (0.29) (0.6) (0.11) (0.59) (0.62) (0.69) (0.47)
Notes: Figures in the parenthesis are p-values. The AIC was used to determine the optimal lag length.

Model 2 includes intercept in the cointegration relation, Model 3 includes deterministic trends in level and

Model 4 allows for trend in the cointegrating space. PI: 01/2003-07/2001, PII: 08/2007-12/2012, PIII:01/2003-

12/2012.
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